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Preface

Goals of the Book

As the editors of Principles of Modern Radar: Basic Principles (POMR), we had two
primary goalsin mind when this book was conceived. Our first goal wasto design POMR
to become the “Radar 101" textbook of choice for the next generation of radar engineers,
whether students in graduate engineering courses, new hires on the job, or retraining pro-
fessionalsin government and industry. Our second goal was to provide a breadth of topics
and modern approach that would make POMR the most convenient and valuable starting
point for today’s professional s needing to study or review a particular subject. To accom-
plish these twin goals, we needed to make severa key trade-offs in designing the book:

1. Focus on modern techniques and systems from the start rather than historical back-
ground and legacy systems.

2. Strike acareful balance between quantitative mathematical models and tools and qual-
itative motivation and insight.

3. Carefully proportion the breadth of topics versus the depth of coverage of systemsand
external phenomenology.

4. Draw on the knowledge of arange of subject experts—and accept the intense editing
effort needed to integrate their contributions into a coherent whole—versus the less
comprehensive coverage but inherently consistent style and notation of just one or two
authors.

What follows is a description of how these trade-offs were struck to achieve our goals.

Many in the radar community will recognize that POMR has evolved from the profes-
sional education short course of the same name taught to thousands of students by Georgia
Tech research faculty since 1969. Some may even remember that the short course pro-
duced an earlier book, now out of print, by the same name.* Thisbook isacompletely new
text, developed from scratch by 15 scientists and engineers working today with the most
modern systems and techniques in radar technology. Each of these contributing authors
brings awealth of research and teaching experience to bear in explaining the fundamental
concepts underlying all radar systems.

There are, of course, several very good books currently in use for college- and
professional-level courses in radar systems and technology, so it is fair to ask why one
should consider POMR. We believe the answer is fourfold:

» Comprehensiveness.

¢ Qualitative versus quantitative balance.

« Emphasis on the most modern topics and methods.
« Radar community support.

1Faves, JL., and Reedy, E.K., Principles of Modern Radar. Van Nostrand Reinhold, New York, 1987.

xvii
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Most importantly, POMR provides a breadth of coverage unmatched by currently
availableintroductory radar textbooks: chapters on fundamental concepts, propagationand
echo phenomenology for targets and interference, all major subsystems of amodern radar,
and all basic signal processing functions so important to modern practice. Second, these
topics are presented both qualitatively and quantitatively, at a consistent level appropriate
for advanced undergraduate and beginning graduate students and readers. No competing
book of whichweareawarestrikessuch acarefully constructed bal ance. Some competitors
provide the traditional fundamental concepts but offer little on modern signal processing.
Some are amost entirely descriptive, lacking the mathematical analysis students need
to undertake their own analysis and modeling. A few others are highly mathematical
but have limited coverage and lack the qualitative interpretation needed to develop the
understanding of students new tothefield. POMR not only providesthe basic mathematical
tools but also supports those tools with the explanations and insights of its experienced
authors.

POMR's focus on modern radar is evident in its choice of topics. For example, exten-
sive coverageisgiven to increasingly popular phased array antennas dueto their advanced
capabilities. Coherent systems, a prerequisite to most interesting signal processing, are
strongly emphasized throughout the text. Last and most importantly, because so much
functionality in modern systems lies in the signal processing, a significant portion of the
book isdevoted to methods enabled by digital radar signal processing, from pulse compres-
sion and Doppler processing to tracking and imaging. This topic choice and organization
results in coverage superior to any other “Radar 101" textbook, so that POMR provides
the most solid foundation for students progressing to “ Radar 102" texts on more advanced
and specialized topics.

Finally, POMR benefitsfrom an extraordinary vetting by the modern radar community.
It isajoint effort among the text’s highly experienced authors and editors; the publisher
SciTech, with its radar focus and resulting contacts; and the volunteering global commu-
nity of radar experts, mostly fellow radar instructors and radar authors. As a result, the
21 chapters have been reviewed for content and style by more than 50 radar professionals
representing academia, the government and military, and commercial companies. Chapters
were reviewed first in their draft versions and then again after revisions. POMR's editors
were assisted in integrating the many reviewer suggestions by “master reviewers,” each of
whom read most or all of the chapters and also “reviewed the reviews’ to help coordinate
the improvements and perfect the emphasis, topical flow, and consistency across chapters.
This extensive process of peer review iterations within the radar community ensures that
POMR meets the needs of students, educators, and professionals everywhere.

Organization of Content

POMR s organized into four mgjor parts: Overview, The Radar Environment, Radar Sub-
systems, and Signal and Data Processing. In teaching atechnology areaas broad as radar,
itisdifficult to design atopical sequence that proceedsin astraight linefrom start to finish
without looking ahead or doubling back. The Overview section solves this problem by
taking readers through a high-level first pass that familiarizes them with arange of funda
mental radar concepts and issues, setting the stage for amore detailed examination in the
remaining parts. Chapter 1 introduces basic concepts such as properties of el ectromagnetic
waves, target and clutter echoes, monostatic and bistatic radar, and detection in noise. It
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aso illustrates the scope of radar technology by describing a wide range of military and
commercial applications. Finally, Chapter 1 introduces some radar cultural information
such as the “band” terminology (e.g., L-band, X-band) and the AN Nomenclature for
U.S. military systems. Chapter 2 delvesinto that most fundamental mathematical model
in radar, the radar range eguation. The basic point target range equation is derived, and
its implications are explored. The chapter then develops several of the common variants
tailored to specific radar modes. Chapter 3 provides a closer look at the most fundamental
radar task of search and detection, describing search processes and introducing the idea
of statistical detection and the resulting importance of probabilities in evaluating radar
performance.

Part 2, The Radar Environment, is one of the truly distinguishing features of POMR.
Few, if any, introductory radar texts provide the breadth and depth of discussion of prop-
agation effects and target and clutter characteristics found here. Chapter 4 introduces all
major electromagnetic propagation phenomenology of importance to radar, from sim-
ple attenuation in various weather conditions to more complex issues such as refraction,
diffraction, multipath, ducting, and over-the-horizon propagation. Chapter 5 summarizes
the extensive dataon modeling the reflectivity and Doppler characteristics of atmospheric,
land, and sea clutter and presents many of the common mean reflectivity and statisti-
cal models needed for clutter analysis. Chapter 6 introduces the mechanisms of scat-
tering and reflection and the concept of radar cross section for targets, while Chapter
7 describes the common statistical models for radar cross section needed to evaluate
detection performance. Chapter 8 delves more deeply into Doppler shift, concentrat-
ing on typical characteristics of Doppler spectra for stationary and moving targets and
radar platforms.

Part 3, Radar Subsystems, describes each of the mgjor subsystems of atypical modern
radar system. Chapter 9 describes radar antenna technology, starting with basic antenna
concepts and relations and then describing classic monopulse and mechanically scanned
antennas. Half of thischapter is devoted to modern phased arrays, with detailed discussion
of array patterns, wideband effects, and array architectures. Chapter 10 describes radar
transmitter technology, including high-powered thermionic (tube-type) noncoherent and
coherent transmitters, aswell as solid-state transmitter technology. Again, significant cov-
erage is devoted to transmitter modules and feed architectures for modern phased arrays.
This chapter also addresses spectrum allocation and transmitter reliability issues, topics
not found in other introductory textbooks. Chapter 11 presents radar receiver technol-
ogy, beginning with the most basic types and extending to multistage superheterodyne
receivers. Noise and dynamic range issues are discussed, and both classical analog syn-
chronous detectors as well as the increasingly popular direct sampling digital receiver
techniquesfor coherent systems are described. The coverage of coherent excitersin Chap-
ter 12 isuniquein anintroductory textbook but important in understanding the architecture
of modern systems. Exciter performance issues are presented, followed by adiscussion of
the technology available to implement modern coherent radar exciters. The importance of
maintaining low phase noise for pulse-Doppler systems is also explained. Another topic
unique to thistextbook is Chapter 13, which discussesradar digital signal processor tech-
nology. Metrics and procedures for estimating processor loading are introduced, followed
by discussion of alternative implementation technologies such as custom integrated cir-
cuits, reconfigurable hardware, and exciting new techniques such as the use of graphical
processing units for real-time signal processing.

Xix
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Part 4, Sgnal and Data Processing, concentrates on the increasingly sophisticated
techniques used to extract ever moreinformation from radar signal susing advanced digital
signal and data processing. The first half of Part 4 deals with signal processing basics,
detection, and clutter rejection. It begins in Chapter 14 with a succinct summary of dig-
ital signal processor fundamentals such as sampling, quantization, and data acquisition,
followed by a thorough review of discrete Fourier analysis, including windowing and
interpolation. Other sections refresh the reader on digital filters, properties of random
signals, and the all-important matched filter concept and its connection to data integra-
tion. Chapter 15 returns to the topic of threshold detection first introduced in Chapter 3.
Here, much more attention is given to details of coherent and noncoherent integration and
aternative ways of using the available data. Neyman-Pearson detection and the Swerling
models are introduced, leading to optimum detectors for radar signals. Albersheim’s and
Shnidman’s equations are presented as convenient computational aids. Chapter 16 contin-
ues the discussion by introducing constant false alarm rate (CFAR) threshold detection, a
practical requirement in real interference environments. The properties, performance, and
shortcomings of the basic cell-averaging CFAR are discussed in depth, and then many
of the common “robust” and “adaptive” CFAR variants are introduced and compared.
Chapter 17 covers two major forms of Doppler processing for clutter reduction: moving
target indication (MTI), and pulse-Doppler processing. The discussion of MTI includes
blind speeds, staggered pulse repetition frequencies, and airborne MTI. The sections on
pulse-Doppler processing introduce theimportant topics of blind zones and ambiguity res-
olution. This chapter also includes a brief discussion of the pulse-pair processing method
widely used in weather radar.

In the second half of Part 4, the focus turns to postdetection position measurements
and tracking as well as high-resolution techniques. Chapter 18 addresses position mea-
surements in range, angle, and Doppler. Basic concepts of precision and accuracy lead
to the introduction of the Cramér-Rao lower bound on precision. Several estimators of
range, Doppler shift, and angle are then introduced, and their performance is evaluated.
This chapter leads naturally into an introduction to tracking algorithms in Chapter 19.
After a discussion of basic parameter estimation and some of the data association and
resolution problems that complicate radar tracking, a number of tracking algorithms are
introduced, from the basic « — 8 tracker to the Kalman filter. Chapters 20 and 21 introduce
the techniques needed to achieve high-resolution radar imaging. Chapter 20 describes
pulse compression for high-range resolution. The matched filter is investigated in more
depth and is then applied to the most common wideband waveforms, including linear
frequency modulation or “chirp” and phase-coded waveforms ranging from Barker codes
to avariety of polyphase codes. Methods of range sidelobe control are described, and the
ambiguity function is introduced as a means of designing and understanding waveform
properties. Finally, Chapter 21 provides an overview of synthetic aperture radar (SAR)
imaging. SAR data collection is described, and general, widely applicable resolution and
sampling equations are derived. While the range of SAR image formation algorithmsiis
too extensive and too advanced for an introductory textbook, descriptions are given of
the two extremes: Doppler beam sharpening, one of the simplest imaging algorithms; and
backprojection, the current “ gold standard” for advanced imaging. The chapter closeswith
adiscussion of the unique phenomenology of SAR imaging, including layover, shadows,
and speckle. Collectively, the extensive coverage of signal processing in Part 4 of POMR
provides an excellent springboard to study of more advanced topics such as advanced
SAR, space-time adaptive processing, and multiple-input multiple-output radar.
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An appendix reviews two basic electrical engineering topics that are important for
understanding radar but not deemed necessary for inclusion withinthechapters: Maxwell’s
equations and the use of decibelsin describing radar values.

Features and Resources

POMR has been designed to ease the task of learning or teaching. Some of the features
available to all readers include the following:

« Every chapter written by experts having “hands-on” experience in the design and de-
velopment of radar systems.

« Every chapter reviewed by independent radar experts and edited by technical and pub-
lishing experts for content accuracy, level consistency, and readable style.

¢ Consistent notation and terminology employed throughout.

* Numerous illustrations integrated throughout, all newly drawn, clearly labeled, and
carefully captioned.

« Table of common symbols and notation provided for quick reference.

» Table of acronyms, so plentiful in radar, presented al phabetically.

» Extensive, professionally prepared index facilitates reference use.

¢ Atleast 12 problemsincluded in every chapter—over 250 total—to check and advance

the student’s understanding and capability. Answersto the odd-numbered problemsare
provided.

Several aids are available to adopting course instructors, with more being developed. The
following aids can be obtained through request to SciTech at pomr@scitechpub.com:

< All problem answers and detailed solutions.

e All illustrations in the text in Microsoft PowerPoint sets or in high-resolution JPEG
image formats for construction of custom viewgraphs.

* Copiesof al equationsin Microsoft Equation Editor format.

Several additional aids—tutorial simulationsin MATLAB®2 worked examples, additional
problems for homework or exams—are expected to be available, and more are being
developed and contributed by the radar community.

Publication of this first edition of POMR is just the first step in the development of
a comprehensive set of resources for introducing radar systems and technology to a new
generation of radar engineers. A website has been established to provide to readers these
supporting materials, a complete and up-to-date list of reported errata, and an evolving
set of new supplements. Visit the website periodically to check for the latest supplements
and announcements:

http://lwww.scitechpub.com/pomr

2MATLAB is a registered trademark of The MathWorks, Inc. For MATLAB product information and
cool user code contributions, go to http://www.mathworks.com, write The MathWorks, Inc., 3 Apple Hill
Dr., Natick, MA 01760-2098 or call (508) 647-7101.
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Companion Publications

Several remarkable publications are planned to complement, augment, and extend the
material in POMR: Basic Principles:

Principles of Modern Radar: Advanced Techniques and Applications edited by William
L. Melvin and James A. Scheer (2011)

Building on POMR: Basic Principles, this sequel provides extensive coverage of both ad-
vanced techniquesin radar and awide variety of specific modern applicationsthat integrate
thefundamental technol ogiesinto complete systems. Exampl es of advanced techniquesin-
clude advanced waveforms, stripmap and spotlight synthetic apertureimaging, space-time
adaptive processing, multiple-input, multiple-output radar, polarimetry, target protection,
and electronic protection. Applications discussed include airborne pulse-Doppler radar,
space-based radar, weather radar, air traffic control, and passive and bistatic systems. To-
gether, the two POMR volumes will provide integrated and comprehensive coverage of
modern radar, from basic concepts to advanced systems, all in a coherent and consistent
style and notation.

Pocket Radar Guide: Key Radar Facts, Equations, and Data by G. Richard Curry (2010)

A quick reference in shirt pocket size to the very most important and commonly used
facts, figures, and tables in real-world radar engineering practice.
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and encouragement of SciTech Publishing and its president, Dudley Kay. SciTech is a
wonderful asset to the radar community, and we hope this new book will add to that
strength. Editorial assistant K atie Janelle managed the massivereview processsoimportant
to POMR's compl etion and quality. Production of abook isacomplex endeavor requiring
the efforts of many accomplished and dedicated staff. Robert Lawless is the production
manager for POMR, responsible for managing the workflow and bringing together all
the many pieces into the final product. Kristi Bennett, our copy editor, deserves great
credit for bringing clarity, precision, and consistency to the writing styles of 15 authors.
Freelancer Kathy Gagne conceived the eye-catching cover design. Brent Beckley hasdone
an excellent job in marketing and promoting POMR so that it will reach and serve, we
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hope, a large audience. All of the SciTech team has been professional and, at the same
time, a pleasure to work with every step of the way.

Errors and Suggestions

We have tried to bring the radar community a carefully constructed and truly valuable
new introductory textbook and professiona reference in POMR, but we recognize that
there are lways someresidua errorsand inconsistencies. In addition, experiencein using
POMR and new developments in the rapidly evolving field of radar will inevitably bring
to light aneed to clarify or expand some topics and introduce new ones.

The extensive review process used to develop POMR raised and resolved many, many
such issues. Those that remain are the responsibility of the editors. We welcome the
assistance of POMR readersin identifying errataand in making recommendations for im-
provementsin future printings and editions. All identified erratawill be posted in atimely
fashion on the POMR SciTech web site (http://www.scitechpub.com/pomr), accessible to
all users.

Oneof our hopesfor POMRisthat it will be adopted for usein university, professional
education, and in-house training classes. There is nothing like teaching the materia to
newcomers to the field to quickly identify areas where the book could be improved. We
invite all instructors using POMR to help us design the next edition by letting us know of
your experiencein using it and how it can be improved in the future.

Mark A. Richards

Georgia Institute of Technology
Atlanta, GA
mark.richards@ece.gatech.edu

James A. Scheer

Georgia Institute of Technology
Atlanta, GA

jim.scheer @gtri.gatech.edu

William A. Holm

Georgia Institute of Technology
Atlanta, GA
bill.holm@gatech.edu
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Above and beyond the peer reviews focused on technical content, we recognized the need
to bring consistency of level, notation, and writing style to an edited book composed of
numerous expert contributions if we were to attain our goal of an outstanding textbook.
Fromtheinitial rounds of reviewsand foll ow-up conversations, Sci Tech determined which
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textbook author): Drawing on 40 years of experience designing and improving radar and
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who teaches courses to Navy personnel, Byron understood exactly what the POMR twin
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math, and practical reference to current technology. He is author of Radar: Principles,
Technology, Applications and The |EEE Radar Sudy Guide.
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Mr. Paul G. Hannen (SAIC senior engineer, professor at Wright State University,
and book author): Paul was most persistent and hel pful about the first three chapters that
“set the scene” Heprovided literally hundreds of suggested edits and worked directly with
volume editor and chapter author Jim Scheer. If you perceive an especially meticulous
handling of background radar factsin Part 1, give credit to Paul. He is coauthor of Radar
Principles for the Non-specialist (3d ed.).
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Dr. Randy J. Jost (senior scientist at USU Space Dynamics Lab, book author, De-
partment of Defense consultant): Suggesting edits to various chapters for optimum
organization, particularly Chapter 4, “Propagation Effects and Mechanisms,” and con-
tributing substantial content to Chapter 10, “ Radar Transmitters,” and alwaysgiving sound
suggestions for improvements throughout, Randy proved once again why he is such an
important author, reviewer, and advisor to SciTech. Randy is coauthor of Fundamentals
of Electromagnetics with MATLAB (2d ed.).

Dr. David G. Long (professor and research director of remote sensing at Brigham
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Dr. Marshall Greenspan (senior systems consulting engineer, Northrop Grumman
Corporation [NGC]): Marshall wasnot only awilling and abletechnical reviewer, partic-
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procurement of contemporary photographs via his contacts with the NGC public relations
departments.

Dr. Simon Watts (deputy scientific director, Thales UK and book author): After pro-
viding excellent technical comments on severa chapters, Simon was called on to assist
with final editsto the organization, completeness, and notational consistency to his partic-
ular area of expertise, radar clutter, in Chapter 6. He is coauthor of the book Sea Clutter:
Scattering, the K Distribution and Radar Performance.

Technical Reviewers
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List of Acronyms

The following acronyms are used throughout this text. Some acronyms, e.g. SIR, have more than one meaning;
the appropriate meaning is generally clear from the context.

Acronym
1-D

2-D

3-D

A

AAW

AC

ACF

ADC

A-DPCA
AESA
AF
AGC
AGL
AL
AM
AMTI
AOCA
AP
AR
ARMA
ASIC
BIT
bps
BPF
BMD
BRL
CA
CA-CFAR
CBE
CDF
CDL
CFA
CFAR
CFLOPS
CMOS
CNR
COHO
COTS
CPl
CRLB
CRT

Definition

One Dimensional

Two Dimensional

Three Dimensional

Ampere

Anti-Air Warfare

Alternating Current

Autocorrelation Function

Analog-to-Digital Converter,
Anaog-to-Digital Conversion

Adaptive Displaced Phase Center Antenna

Active Electronically Scanned Array

Array Factor

Automatic Gain Control

Above Ground Level

Altitude Line

Amplitude Modulation

Airborne Moving Target Indication

Angle of Arrival

Application Programming Interface

Autoregressive

Autoregressive Moving Average

Application-Specific Integrated Circuit

Built-In Test

Bits per second

Bandpass Filter

Ballistic Missile Defense

Ballistics Research Laboratory (U.S. Army)

Cell Averaging

Cell Averaging Constant False Alarm Rate

Cell Broadband Engine

Cumulative Distribution Function

Common Data Link

Crossed Field Amplifier

Constant False Alarm Rate

Complex Floating Point Operations Per Second

Complementary Metal Oxide Semiconductor

Clutter-to-Noise Ratio

Coherent Oscillator

Commercial Off-the-Shelf

Coherent Processing Interval

Crameér-Rao Lower Bound

Chinese Remainder Theorem

Acronym

CS
CUT
CW
DAC
DARPA
dB
dbc
DBS
DC
DCT
DDS

DFT
DOA
DOF
DPCA
DRO
DSP
DSX
DTFT

ECM
EIO
EKF
EM
EMI
ENOB
EP

ES
ESA
EW
fiD
FAR
FCR
FDS
FET
FFT
FIR
FLOPs
FLOPS
FM
FMCW

Definition

Censored

Cell Under Test

Continuous Wave

Digital-to-Analog Converter

Defense Advanced Research Projects Agency

Decibel

Decibelsrelative to the Carrier

Doppler Beam Sharpening

Direct Current

Discrete Cosine Transform

Direct Digital Synthesis, Direct Digital
Synthesizer

Discrete Fourier Transform

Direction of Arrival

Degrees of Freedom

Displaced Phase Center Antenna

Dielectric Resonant Oscillator

Digital Signal Processing

Direct Synthesizer

Discrete Time Fourier Transform

Electronic Attack

Electronic Countermeasures

Extended Interaction (Klystron) Oscillator

Extended Kaman Filter

Electromagnetic

Electromagnetic Interference

Effective Number of Bits

Electronic Protection

Electronic Support

Electronically Scanned Array

Electronic Warfare

Focal length to Diameter ratio

False Alarm Rate

Fire Control Radar

Fractional Doppler Shift

Field Effect Transistor

Fast Fourier Transform

Finite Impulse Response

Floating Point Operations

Floating Point Operations Per Second

Frequency Modulation

Frequency-Modulated Continuous Wave
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Acronym

FOPEN
FOv
FPGA

ft

FWHM
GaAs
GaN
Gbps
gcd
GCMLD
GFLOPS
GHz
GMTI
GOCA-CFAR

GOPS
GPEN
GPR
GPU
GTRI
HCE
HPC
HPD
HPEC
HRR
Hz

|

IC
ICBM
ID
|IEEE
11D

IF
IFF
IFM
IFSAR
IIR
IMPATT
InP
IPP
1/Q
ISAR
ISR
kHz
kVA
kW
lcm
LE
LEO
LFM
LHC
LNA
LO

List of Acronyms

Definition

Foliage Penetration

Field Of View

Field Programmable Gate Array

Foot, feet

Full Width at Half Maximum

Gallium Arsenide

Gallium Nitride

Giga hits per second

Greatest Common Divisor

Generalized Censored Mean Level Detector

GigaFLOPS

Gigahertz

Ground Moving Target Indication

Greatest-Of Cell Averaging Constant False
Alarm Rate

GigaOperations Per Second

Ground Penetration

Ground Penetrating Radar

Graphical Processing Unit

Georgia Tech Research Ingtitute

Heterogeneous Clutter Estimation

High Performance Computing

High Power Density

High Performance Embedded Computing

High Range Resolution

Hertz (cycles per second)

In-phase channel or signal

Integrated Circuit

Intercontinental Ballistic Missiile

Identification

Institute of Electrical and Electronic Engineers

Independent and I dentically Distributed

Intermediate Frequency

Identification Friend or Foe

Instantaneous Frequency Measurement

Interferometric Synthetic Aperture Radar

Infinite Impulse Response

Impact lonization Avalanche Transit Time

Indium Pholsphide

InterPulse Period

In-phase/Quadrature

Inverse Synthetic Aperture Radar

Integrated Sidelobe Ratio

Kilohertz

KiloVolt-Ampere

Kilowatt

Least common multiple

Leading Edge

Low Earth Orbit

Linear Frequency Modulation

Left-Hand Circular

Low-Noise Amplifier

Local Oscillator

Acronym

LOS
LPD
LRT
LSB
LSl
LUT
LVDS
m
Mbps
MB/s
MCM
MCRLB
MDD
MDS
MDV
MEM
MESFET
MFA
MHT
MHz
MIPS
MIT
MIT/LL

MLC
MLS
MMIC
MMSE
MMW
MoM
MOPA
MOTR
MPI
MPM
MPS
MTD
MTI
MTT
mw
MW
NCA
NCCS2
NCV
NEES
NLFM
NP
NRA
NRE
NRL
NRE
OLA
oS
OTH

Definition

Line of Sight

Low Power Density

Likelihood Ratio Test

Least Significant Bit, Lower Sideband

Linear Shift-Invariant

Look-Up Table

Low Voltage Differential Signaling

Meter

Megabits per second

MegaBytes per Second

Multichip Module

Modified Cramer-Rao L ower Bound

Minimum Detectable Doppler

Minimum Detectable Signal

Minimum Detectable Velocity

Micro-Electromechanical

Metal Semiconductor Field Effect Transistor

Multiple-Frame Assignment

Multiple-Hypothesis Tracking

Megahertz

Millions of Instructions per Second

Massachusetts Institute of Technology

Massachusetts Institute of Technology
Lincoln Laboratory

Mainlobe Clutter

Maximum Length Segquence

Monoalithic Microwave Integrated Circuit

Minimum Mean Square Error

Millimeter Wave

Method of Moments

Master Oscillator Power Amplifier

Multiple-Object Tracking Radar

Message Passing Interface

Microwave Power Module

Minimum Peak Sidelobe

Moving Target Detector

Moving Target Indication

Multi-Target Tracking

Milliwatt

Megawatt

Nearly Constant Acceleration

Non-Central Chi-Square of degree 2

Nearly Constant Velocity

Normalized Estimation Error Squared

Nonlinear Frequency Modulation

Neyman-Pearson

No Return Area

Non-Recurring Engineering

Naval Research Laboratory

Non-Recurring Engineering

Overlap-Add

Ordered Statistic

Over the Horizon



Acronym

PA
PAG
PC
PDF
PDR
PDRO
PEC
PFA
PFN
PLL
PLO
PPI
ppm
PPP
PRF
PRI
PSD
PSM
PSR

Q

QPE
QRD
RAM
RASS
RBGM
RCS
REX
RF
RFLOPS
RHC
RMA
rms
RPM
ROC

RRE
rss
RTL
rv
RX

s
SAR
SAW
SBC
SBO
SCR
SFDR
SiC
SiGe
SINR

Definition

Power Amplifier, Power-Aperture

Power-Aperture-Gain

Personal Computer

Probability Density Function

Phase-Derived Range

Phase-L ocked Dielectric resonant Oscillator

Perfect Electric Conductor

Polar Formatting Algorithm

Pulse-Forming Network

Phase-L ocked Loop

Phase-L ocked Oscillator

Plan Position Indicator

Parts per million

Pulse Pair Processing

Pulse Repetition Frequency

Pulse Repetition Interval

Power Spectral Density

Polarization Scattering Matrix

Point Spread Response

Quadrature phase channel or signa,
Quiality factor

Quadratic Phase Error

Q-R Decomposition

Radar Absorbing Material

Radio-Acoustic Sounding System

Real Beam Ground Mapping

Radar Cross Section

Receiver/Exciter

Radiofrequency, Radar Freguency

Real Floating Point Operations Per Second

Right Hand Circular

Range Migration Algorithm

Root Mean Square

Revolutions per Minute

Receiver Operating Curve, Receiver
Operating Characteristic

Radar Range Equation

Root Sum of Squares

Register Transfer Level

Random Variable

Receive, Receiver

Second

Synthetic Aperture Radar

Surface Acoustic Wave

Single Board Computer

Shoe-Box Oscillator

Silicon-Controlled Rectifier

Spurious-Free Dynamic Range

Silicon Carbide

Silicon-Germanium

Signal-to-Interference-plus-Noise Ratio

Acronym

SIR

SIR-C

SLAR

SLC

SM

SMT

SM2

SNR
SOCA-CFAR

SPEC

SPST
SONR
Sr

SSB
STALO
STAP
STC
SvD
TB
TDRSS
TDU
TE
TFLOPS
THAAD
TI
TMR
TOPS
T/IR
TRF
TSS
TRF
TWS
TWT
TX
UAV
UDSF
UHF
UMOP
u.s
USB

\%
VHDL
VHF
VME
VSIPL
VSWR
VXS

List of Acronyms

xxxiii

Definition

Signal-to-Interference Ratio

Shuttle Imaging Radar-C

Side-Looking Airborne Radar

Sidelobe Clutter

Standard Missile

Surface Mount Technology

Standard Missile 2

Signal-to-Noise Ratio

Smallest-Of Cell-Averaging Constant
False Alarm Rate

Standard Performance Evaluation
Corporation

Single-Pole, Single-Throw

Signal-to-Quantization Noise Ratio

Steradian

Single Sideband

Stable Local Oscillator

Space-Time Adaptive Processing

Sensitivity Time Control

Singular Value Decomposition

Time-Bandwidth product

Tracking and Data Relay Satellite System

Time Delay Unit

Trailing Edge

TeraFLOPS

Theater High Altitude Air Defense

Texas Instruments

Target Motion Resolution

TeraOps Per Second

Transmit/Receive

Tuned Radio Frequency

Tangential Signal Sensitivity

Tuned Radio Frequency

Track While Scan

Traveling Wave Tube

Transmit

Unmanned Aerial Vehicle

Usable Doppler Space Fraction

Ultra-High Frequency

Unintentional Modulation of Pulse

United States

Upper Sideband

Volt

VHSIC Hardware Description Language

Very High Fregquency

VersaModule Europe

Vector, Signal, Image Processing Library

Voltage Standing Wave Ratio

VersaModul e Europe Switched Serial

Watt



List of Common Symbols

The following symbol definitions are used in multiple chapters throughout this text. Each individua chapter
introduces additional notation specific to that chapter. Some symbols; e.g. R; have more than one usage; their
meaning is generally clear from the context

Symbol
o

X1
XN

)

dp

A
ACR

o

Q Q

XN=E N

cpcr‘%pg)g ) S)HM

x
X
X,
<

Definition
Attenuation coefficient
Single-sample Signal-to-Noise Ratio
N-sample Signal-to-Noise Ratio
Grazing angle; Discrete impulse function
Dirac (continuous-time) impulse function
Difference channel; Quantization Step Size
Cross-range resolution
Doppler spectrum width
Range resolution
Relative permittivity
Fresnel reflection coefficient
Clutter volume reflectivity;

Extinction efficiency
Aperture efficiency
Wavelength
Likelihood ratio
Permeability
Elevation angle (from horizontal plane);

General angle or phase
Elevation 3-dB one-way beamwidth
Elevation Rayleigh (peak-to-null) beamwidth
Autocorrelation function
Azimuth angle; General angle or phase
Azimuth 3 dB one-way beamwidth
Brewster's angle
Critical angle
Coneangle
Azimuth Rayleigh (peak-to-null) beamwidth
Scan angle
Radar cross section
Clutter area reflectivity
Noise variance
Variance of random variable or process x
Sum channel
Pulse width (duration)
Normalized frequency in radians per sample
Freguency in radians per second
Doppler frequency in radians per second
Solid angle in steradians; Impedance in ohms
Effective aperture
Number of Bits
Bandwidth in hertz

Symbol

h(t) orh[n]
H()

Ho

H1

I

Definition
Doppler bandwidth in hertz
Speed of electromagnetic wave propagation
Antenna size; Divergence factor
Synthetic aperture size
Expected val ue operator
Energy
Energy in signa x
Normalized frequency in cycles per sample
Frequency in hertz; focal length
Doppler Shift
Sampling frequency in samples per second
Noise factor; Noise figure; Propagation factor
False darm rate
Antennagain
Transmit antennagain
Receive antenna gain
(superscript H) Hermitian (conjugate)
transpose
Filter impul seresponse (continuousor discrete)
Filter frequency response
Null (target absent) hypothesis
Target present hypothesis
In-phase channel or signal
Identity matrix
Modified Bessel function of thefirst kind
Integrated sidelobe ratio
Crameér-Rao Lower bound
Boltzmann’s constant
Normalized total wavenumber
(spatial frequency) in radians per sample
Discrete Fourier transform (DFT) Size
Total wavenumber (spatial frequency)
in radians per meter
X; y; and z components of wavenumber
(spatial frequency) in radians per meter
General loss; Number of range bins; Number
of fast-time samples
Atmospheric loss
System loss
Number of pulses, Number of
slow-time samples



Definition
Index of refraction
Number of samples; Vector length
Normal (Gaussian) distribution
with mean u and variance v
Noise power spectral density
“On the Order of”
Probability density function of x
Average power
Probability of detection
Probability of false alarm
Received power
Pulse repetition frequency
Pulse repetition interval
Peak sidelobe to peak mainlobe ratio
Transmitted power
Quadrature channel or signal; Power density
Marcum'’s Q function
Range; Rain rate
Interference covariance matrix
Unambiguous range
Power spectrum of random process x
Signal-to-interference ratio

List of Common Symbols XXXV

Symbol
SINR
AR
SONR

t

O

T

To
Tad

Ty
Ts

X1 (t); xi[t]
XQ(t); Xglt]

Definition
Signal-to-interference-plus-noise ratio
Signal-to-noise ratio
Signal-to-quantization noise ratio
Time
(superscript T') Matrix or vector transpose
Threshold value; Pulse Repetition Interval
(Interpulse Period)
Standard temperature; Period of radiofrequency
(RF) sinusoid
Antenna dwell time
Dwell time
Sampling interval; System noise temperature
Velocity
Radia velocity
Variance of arandom variable or process x
General vector variable
General matrix variable
Mean of arandom variable or process x
In-phase signal (continuous or discrete)
Quadrature phase signal
(continuous or discrete)
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| | INTRODUCTION

Radar systems have evolved tremendously since their early days when their functions
were limited to target detection and target range determination. In fact, the word radar
was originaly an acronym that stood for radio detection and ranging. Modern radars,
however, are sophisticated transducer/computer systems that not only detect targets and
determinetarget rangebut also track, identify, image, and classify targetswhile suppressing
strong unwanted interference such as echoes from the environment (known as clutter) and
countermeasures (jamming). Modern systems apply these major radar functions in an
expanding range of applications, from the traditional military and civilian tracking of
aircraft and vehicles to two- and three-dimensional mapping, collision avoidance, Earth
resources monitoring, and many others.

The goal of Principles of Modern Radar: Basic Principles is to provide both new-
comersto radar and current practitioners a comprehensive introduction to the functions of
amodern radar system, the elements that compriseit, and the principles of their operation
and analysis. This chapter provides an overview of the basic concepts of a radar system.
The intent is to give the reader a fundamental understanding of these concepts and to
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identify the major issuesin radar system design and analysis. Later chapters then expand
on these concepts.

| | THE RADAR CONCEPT

A radar is an electrical system that transmits radiofrequency (RF) electromagnetic (EM)
wavestoward aregion of interest and receives and detects these EM waves when reflected
from objectsin that region. Figure 1-1 showsthe major elementsinvolved in the process of
transmitting a radar signal, propagation of that signal through the atmosphere, reflection
of the signa from the target, and receiving the reflected signals. Although the details
of a given radar system vary, the mgjor subsystems must include a transmitter, antenna,
receiver, and signal processor. The system may be significantly simpler or more complex
than that showninthefigure, but Figure 1-1isrepresentative. The subsystem that generates
the EM wavesisthetransmitter. Theantennaisthe subsystem that takes asinput these EM
wavesfromthetransmitter and introducestheminto the propagation medium (normally the
atmosphere). The transmitter is connected to the antennathrough atransmit/receive (T/R)
device (usually acirculator or a switch). The T/R device has the function of providing a
connection point so that the transmitter and the receiver can both be attached to the antenna
simultaneously and at the sametime provideisol ation between the transmitter and receiver
to protect the sensitive receiver components from the high-powered transmit signal. The
transmitted signal propagates through the environment to thetarget. The EM waveinduces
currents on the target, which reradiates these currentsinto the environment. In addition to
the desired target, other surfaces on the ground and in the atmosphere reradiate the signal.
These unintentional and unwanted but legitimate signals are called clutter. Some of the
reradiated signal radiates toward the radar receiver antenna to be captured. Propagation
effects of the atmosphere and Earth on the waves may alter the strength of the EM waves
both at the target and at the receive antenna.

The radar receive antenna receives the EM waves that are “reflected” from an object.
The object may be atarget of interest, asdepicted in Figure 1-1, or it may be of nointerest,
such as clutter. The portion of the signal reflected from the object that propagates back
to the radar antenna is “captured” by the antenna and applied to the receiver circuits.
The components in the receiver amplify the received signal, convert the RF signal to an
intermediate frequency (IF), and subsequently apply the signal to an analog-to-digital
converter (ADC) and then to the signal/data processor. The detector is the device that
removes the carrier from the modulated target return signal so that target data can be
sorted and analyzed by the signal processor.!

The propagation of EM waves and their interaction with the atmosphere, clutter,
and targets are discussed in Part 2 of this text (Chapters 4 through 8), while the major
subsystems of aradar are described in Part 3 (Chapters 9 through 13).

Therange, R, to adetected target can be determined based onthetime, AT, it takesthe
EM wavesto propagate to that target and back at the speed of light. Since distanceis speed
multiplied by time and the distance the EM wave hasto travel to thetarget and back is 2R,

CAT

INot all radar systemsemploy digital signal and dataprocessing. Some systemsapply the anal og-detected
voltage to adisplay for the operator to view.
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FIGURE 1-1 =
Major elements
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Here c is the speed of light in meters per second (¢ ~ 3 x 10® m/s), AT is the time in
seconds for the round-trip travel, and R is the distance in meters to the target.?

Received target signals exist in the presence of interference. Interference comes in
four different forms: (1) internal and external electronic noise; (2) reflected EM waves
from objects not of interest, often called clutter; (3) unintentional external EM waves
created by other human-made sources, that is, electromagnetic interference (EMI); and
(4) intentional jamming from an electronic countermeasures (ECM) system, in the form
of noise or false targets. Determining the presence of a target in the presence of noise,
clutter and jamming is a primary function of the radar’s signal processor. Detection in
noise and clutter will be discussed further in this and subsequent chapters; it is a major
concern of a significant portion of this textbook.

EMI is unintentional, as in the case of noise from an engine ignition or electric motor
brushes. Jamming signals can take the form of noise, much like internal receiver thermal
noise, or false targets, much like a true radar target.

] | THE PHYSICS OF EM WAVES

Electromagnetic waves are electric and magnetic field waves, oscillating at the carrier
frequency. The nature of electromagnetic fields is described by Maxwell’s equations,
presented in the Appendix. The electric, E, field is in one plane, and the magnetic, B,
field is orthogonal to the E field.? The direction of propagation of this EM wave through
space (at the speed of light, c) is orthogonal to the plane described by the E and B fields,
using the right-hand rule. Figure 1-2 depicts the coordinate system. The E field is aligned

2The actual value of ¢ in a vacuum is 299,792,458 m/s, but ¢ = 3 x 10% is an excellent approximation
for almost all radar work. The speed of light in air is nearly the same value.

3Sometimes B is used to denote magnetic induction, in which case H would denote magnetic field. There
are other definitions for B and H; a description of these is beyond the scope of this chapter.
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3
>

Velocity

along the y-axis, the B field along the x-axis, and the direction of propagation along the
Z-axis.

The amplitude of the x or y component of the electric field of an electromagnetic
wave propagating along the z-axis can be represented mathematically as

E = Egcos(kz — wt + ¢) (1.2

where Eg isthe peak amplitude, and ¢ isthe initial phase.
The wave number, k, and the angular frequency, o are related by

k= % radians/m, o = 27 f radians/sec (1.3

where A isthe wavelength in meters, and f isthe carrier frequency in hertz.

1.3.1 Wavelength, Frequency, and Phase

1.3.1.1 Wavelength

As the EM wave propagates in space, the amplitude of E for alinearly polarized wave,
measured at a single point in time, traces out a sinusoid as shown in Figure 1-3. This
corresponds to holding t constant in equation (1.2) and letting z vary. The wavelength, A,
of thewave isthe distance from any point on the sinusoid to the next corresponding point,
for example, peak to peak or null (descending) to null (descending).

1.3.1.2 Frequency

If, on the other hand, a fixed location in space was chosen and the amplitude of E was
observed as afunction of time at that |ocation, the result would be asinusoid asafunction
of time as shown in Figure 1-4. This corresponds to holding z constant in equation (1.2)
and letting t vary. The period, Ty, of the wave is the time from any point on the sinusoid
to the next corresponding part, for example, peak to peak or null (descending) to null

Wavelength A

Amplitude
A

Distance ——>
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A4 Period T

Amplitude
A

Time ——>

(descending). That is, the period isthetimeit takes the EM wave to go through one cycle.
If the period is expressed in seconds, then theinverse of the period isthe number of cycles
the wave goes through in 1 second. This quantity is the wave's frequency, f,

1

f=
To

1.4

Frequency is expressed in hertz; 1 Hz equals one cycle per second.
The wavelength and frequency of an EM wave are not independent; their product is
the speed of light (c in free space),

Af =c (1.5)

Therefore, if either the frequency or wavelength is known, then the other isknown aswell.
For example, a3 cm EM wave has afrequency of

c_3><108m/s

f=3="00mm

= 10'° Hz or 10 GHz (1.6)
where“G” stands for “giga’ or 10°.

Shown in Figure 1-5 are the different types of EM waves as a function of frequency,
from EM telegraphy to gammarays. Although they are all EM waves, some of their char-
acteristics are very different depending on their frequency. Radars operate in the range
of 3 MHz to 300 GHz, though the large majority operate between about 300 MHz and
35 GHz. Thisrange is divided into a number of RF “bands’ [1] as shown in Table 1-1.
Shown alongside the radar bands are the International Telecommunications Union (1TU)
frequencies authorized for radar use. Note that a given radar system will not operate over
the entire range of frequencieswithinitsdesign band but rather over alimited rangewithin
that band. Authorization for use of frequencies as issued by the Federal Communication
Commission (FCC) in the United States limits the range of frequencies for a given sys-
tem. Furthermore, the FCC interacts with the ITU, a worldwide frequency coordination
organization. Also, at frequencies above about 16 GHz, the specific frequencies are often
chosen to coincide with relative “nulls’ in the atmospheric absorption characteristics, as
will be discussed shortly. The electronic warfare (EW) community uses a different set of
letter band designations. Table 1-2 lists the EW bands.

1.3.1.3 Phase

Note that in equation (1.2) the wave number is in units of radians per meter and so isa
kind of “spatial frequency.” The quantity ¢ is often called the fixed, or initial, phase. It is
arbitrary in that it depends on the electric field’sinitial conditions(i.e., the value of E) for

FIGURE 1-4
The period

of a sinusoidal
electromagnetic
wave.
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Radar Bands

HF = 3-30 MHz

VHF = 30-300 MHz
UHF = 300-1000 MHz
L-Band = 1-2 GHz
S-Band = 2-4 GHz
C-Band = 4-8 GHz
X-Band = 8-12 GHz
Ku-Band = 12-18 GHz
K-Band = 18-27 GHz
Ka-Band = 27-40 GHz
W-Band = 75-110 GHz

TABLE 1-1

f(MHz) ¢ = fA (m/sec)
. A (m)
Radio Telegraphy
1k
03 Broadcast m
Short Wave -
300 Im
Conventional Radar -
3 % 105 Millimeter Radar 1 mm
Infrared -
-1
Visible "
Ultra Violet L
X-Rays F 14
Gamma Rays -

RF and Radar Bands

Band

Frequency Range

ITU Radar Freq.

High frequency (HF)
Very high frequency (VHF)

Ultra high frequency (UHF)

L
S

C
X
Ku (“under” K-band)

K

Ka (“above’ K-band)
\%
wW

mm

3-30 MHz
30-300 MHz

300 MHz-1 GHz

1-2 GHz
2-4 GHz

4-8 GHz
8-12 GHz
12-18 GHz

18-27 GHz

27-40 GHz
40-75 GHz
75-110 GHz

100-300 GHz

138-144 MHz
216-225 MHz

420450 MHz
890942 MHz

1.215-1.400 GHz
2.3-25GHz
2.7-3.7GHz

5.250-5.925 GHz
8.500-10.680 GHz
13.4-14.0 GHz
15.7-17.7 GHz

24.05-24.25 GHz
24.65-24.75 GHz

33.4-36.0 GHz
59.0-64.0 GHz
76.0-81.0 GHz
92.0-100.0 GHz

126.0-142.0 GHz
144.0-149.0 GHz
231.0-235.0 GHz
238.0-248.0 GHz
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TABLE 1-2 = EW Bands

o
[
=
(o}

Frequency Range

30-250 MHz
250-500 MHz
500-1,000 MHz
1-2 GHz
2-3GHz

34 GHz

4-6 GHz

6-8 GHz
8-10 GHz
10-20 GHz
2040 GHz
40-60 GHz
60-100 GHz

SrX«-"IOTMmMOO®>

the arbitrarily chosen spatial and temporal positions correspondingto z = Oandt = 0.
For example, if E=0whenx =t = 0,then¢ = :I:n/2 radians. The phase is the tota
argument of the cosine function, kz — wt + ¢, and depends on position, time, and initial
conditions.

The relative phase is the phase difference between two waves. Two waves with a
zero relative phase are said to be in phase with one another. They can be made to have a
nonzero phasedifference(i.e., beout of phase) by changing thewave number (wavel ength),
frequency, or absolute phase of one (or both). Two waves originally in phase can become
out of phaseif they travel different path lengths. Figure 1-6 illustrates two waves having
the same frequency but out of phase by A¢ = 50°. If the waves are viewed as a function
of timeat afixed point in space, asin thisfigure, then oneisoffset from the other by A¢ /w
seconds.

1.3.1.4 Superposition (Interference)

The principle of superposition states that when two or more waves having the same
frequency are present at the same place and the sametime, theresultant waveisthe complex
sum, or superposition, of the waves. This complex sum depends on the amplitudes and
phases of the waves. For example, two in-phase waves of the same frequency will produce
aresultant wave with an amplitude that isthe sum of thetwo waves' respective amplitudes
(constructive interference), while two out-of-phase waves will produce a resultant wave
with anamplitudethat islessthan the sum of the two amplitudes (destructiveinterference).

f«—| Aglw Seconds

VER\V/ER\

Amplitude

FIGURE 1-6 = Two
sinusoidal waves
with the same
frequency but a
phase difference A¢.
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FIGURE 1-7 “Plane” Waves
IntenS|ty of spherlcal Isotropically Radiating e e -
waves. Source
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/' Q ! Q- P,

Spherical Waves

Two waves of equal amplitude that are r radians (180°) out of phase will produce a null
result (i.e.,, no wave). The importance of the concept of superposition is seen in many
topics related to radar. Among these are the formation of a defined beam produced by an
antenna, the total radar cross section (RCS) of atarget as aresult of the many scatterers,
and the effects of multipath as described in Chapter 4.

1.3.2 Intensity

Theintensity, Q, of the EM wave is defined as the power (time-rate-of-change of energy)
per unit area of the propagating wave. Thus, intensity is equivalent to power density (watts
per square meter). Consider asingle (hypothetical) antenna element emitting an EM wave
of power P equally in all directions (isotropic) as shown in Figure 1-7. The locus of all
points having the peak amplitude at a given moment in time (wavefront) in this wave will
be a sphere; the distance between adjacent concentric spheres will be the wavelength.
Since the wave is (ideally) isotropic, the power everywhere on the surface of a given
spherical wavefront of radius Rwill be the same (because energy isconservedin alossless
medium). Thus, the transmitted power density is the total radiated transmitted power, P,
divided by the surface area of the sphere, or

P

Q= mre

.7
Theintensity of the EM wavefalls off as 1/ R?, where Risthe distance from the isotropic
source.

If thewaveissufficiently far from the source and alimited spatial extent of thewaveis
considered, then the spherical wavefronts are approximately planar, as shown in theright-
hand portion of Figure 1-7. It issomewhat arbitrarily decided but universally accepted that
if the wave front curvatureislessthan A /16 over agiven “aperture” of dimension D, then
the wave is considered planar. Using relatively simple geometry, this condition is met if
the distance from the source to the aperture is at least 2D? /. Thisis called the far-field,
or plane wave, approximation.

1.3.3 Polarization

The EM wave's polarization isthe description of the motion and orientation of the electric
field vector. Suppose the wave is traveling in the +z direction in a Cartesian (x-y-2)
coordinate system. Then the direction of the electric field E must lie in the x-y plane. An
electric field oriented along some angle in the x-y plane thus has components in both the
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Y
A Electric Field

E Vector E

Direction of ——,
Propagation

k4

x and y directions, say Ey and Ey, as shown in Figure 1-8, which shows the directional
components of only the E field. The amplitudes of these two components will each vary
sinusoidally asin equation (1.2). The relative peak amplitudes and phases of E, and E,
determine how the orientation of the resultant vector E varies with time, and thus the
polarization of the EM wave. For example, if they component of the electric field is zero,
then E oscillates along the x-axis and the EM wave is said to be linearly polarized in the x
direction. If x represents a horizontally oriented axis, the wave is horizontally polarized.
Similarly, the wave would be vertically linearly polarized if the x component is zero but
the y component isnot. If E, and E, have the same magnitude and oscillate in phase with
one another (¢ = ¢y), thefield will oscillate linearly along a45° linein the x-y-plane. In
general, the polarization islinear if the x and y components differ in phase by any integer
multiple of = radians; the angle of the polarization depends on the relative magnitudes of
Ex and E,.

If Ex = Ey and the phases differ by an odd multiple of /2, the tip of E traces out
acircle as the wave propagates and the EM wave is said to be circularly polarized; one
rotation sense is called “right-hand” or “right circular” polarization and the other, “left-
hand” or “left circular” polarization. The polarization state is elliptical, when thetip of E
traces out an ellipse as the wave propagates. This occurs when Ex # Ey.

| | INTERACTION OF EM WAVES WITH MATTER

The EM waves that a radar transmits and receives interact with matter, specifically, the
radar’'s antenna, then the atmosphere, and then with the target. The relevant physical
principles governing these interactions are diffraction (antenna); attenuation, refraction
and depolarization (atmosphere); and reflection (target).

1.4.1 Diffraction

Diffraction is the bending of EM waves as they propagate through an aperture or around
the edge of an object. Diffraction isan example of theinterference phenomenon discussed
in Section 1.3.1.4. The amount of diffraction present depends on the size of the aperture
(antenna), a, relative to the wavelength, A, of the EM wave. Shown in Figure 1-9 are two
extreme cases.

The waves emitting from the aperture (idealized in Figure 1-9 as an opening, or “dlit,”
in a surface) can be thought of (i.e., modeled) as being produced by many individual
radiating elements separated by awavelength (or less) and al emitting wavesisotropically.

11

FIGURE 1-8
Polarization
components of a
transverse EM wave
propagating in the
+z direction.
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FIGURE 1-9
Extreme cases of
diffraction.
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Little Diffraction

a>> A Significant
Diffraction
L X
A — |« W A — |
a

Many paths of width 4 across the Only one path of width A across the
aperture, thus destructive interference aperture, thus diffracts in all directions
occurs in all directions except forward, on the other side, propagating
preventing diffraction. isotropically.

In physics, thisis known as Huygen's principle. The EM wave characteristics to the right
of the opening in Figure 1-9 will be different from those to the left. Whereas the plane
wave to the |eft of the aperture might be wide compared with the opening, there will be a
shaped beam emerging from the opening, toward the right, including amain lobe portion,
and lower amplitude, angular sidel obes, to be described later. Superposition of the waves
from the individual elements using Huygen's model predicts that the radiation pattern to
the right of the aperture will have a distinct main beam rather than an isotropic pattern,
having a half-power beamwidth depending on the aperture size, in wavelengths. If the
aperture size is much greater than a wavelength (i.e., a > 1), then there will be many
radiating elements present and significant destructive interference in all but the forward
direction. In this case, there is very little diffraction, and the antenna beamwidth will
be small. Conversely, if the aperture size is much smaller than a wavelength, then there
is essentialy only one radiation element present, and no destructive interference takes
place. In this case the EM waves propagate nearly isotropically (over only the right-side
hemisphere), producing significant diffraction effects and a large beamwidth.

The angular shape of the wave asit exits the apertureis, in general, asin(x)/x (sinc)
function. The main lobe half-power (—3 dB) beamwidth, 63, of asinc functionis

0.891
03 =

radians (1.8)

In the case of an antenna, the same principlesapply. Inthis case, instead of an opening
in a large plate, the individual radiators are across a structure called an antenna.* The
phenomenon of diffraction is responsible for the formation of the antenna pattern and
antenna beam (or main lobe of the antenna pattern) as well as the sidelobes.

Consider a circular (diameter D) planar antenna made up of many (N) radiating
elements, each of which is emitting EM waves of equal amplitudes over a wide range
of angles. Figure 1-10 isthe photograph of such an antenna. Assumethat all the wavesare
in phase asthey are emitted from the antenna elements. At apoint along aline perpendicu-
lar (normal) to the plane and far away from the antenna (see Section 1.3.2 and Chapter 9 for
discussions of the antennafar field), all the waves will have essentially traveled the same
distance and, therefore, will al still be in phase with each other. Constructive interference
will occur and, assuming that each element produced the same signal level, the resultant

40ften, because of this anal ogy, an antenna is called an aperture.
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wave will have an amplitude N times larger than the individual waves emitted from the
elements. This represents the peak of the antenna beam. Figure 1-11 depicts the in-phase
waves radiating from a linear array of elements and the resulting main beam pattern. The
sidelobe pattern is not shown in the figure.

At any point off this normal, the waves will have traveled different path lengths;
thus, destructive interference occurs, and the resultant wave will have an amplitude less
than N times larger. As the angular distance from the normal increases, this amplitude
decreases, finally reaching a perfect null (complete destructive interference). The angular
region between the first null to either side of the antenna normal defines the main beam or
main lobe of the antenna. Most of the radiated power is concentrated in this region. Twice
the angular distance from the peak of the antenna mainbeam to the point where the EM
wave power has dropped to half its peak value, or —3 dB, is the 3 dB beamwidth, 65. The
exact 3 dB beamwidth depends on several things, including the shape of the antenna face,
the illumination pattern across the antenna, and any structural blockage near the antenna,
such as protective radomes and antenna support structures. For typical design parameters
for a circular antenna,

0~1'3A dian 1.9)
3~Tralas (1.

At angles past the first null, the individual waves partially constructively interfere
so that the net amplitude starts to increase, rises to a peak, and then falls again to a

TAYAYAYAYE
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FIGURE 1-10 =

A multi-element
antenna. (Courtesy
GTRI. With
permission.)

FIGURE 1-11 = A
multi-element linear
array of radiating
elements with
in-phase signals and
resulting main beam
pattern.
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FIGURE 1-12
Idealized
one-dimensional
antenna pattern.
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second null. This pattern is repeated over and over again, forming an antenna pattern
as shown in Figure 1-12. This figure shows a one-dimensional planar “cut” through the
two-dimensional pattern of an idealized two-dimensional antenna. The lobes outside the
main lobe are called antenna sidel obes.

If the phases of the EM waves have different values when they are emitted from the
elements, then they will no longer constructively interfere in the far field in the direction
of the antenna normal. If these phase values are adjusted properly, the amplitude of the
far-field resultant wave can be made to peak at some angle off the normal. All the waves
in this direction traveled different path lengths and, therefore, will have different path-
length-induced phases. If the original phases upon emission are sel ected properly, they can
be made to compensate for the path-length-induced phases, and all the waves will be in
phasein that direction. Thus, by changing the phases of the emitted waves, the peak of the
antennabeam will effectively scan fromitsnormal position without the antennaphysically
moving. Thisisthe basic concept behind a phased array antenna or €l ectronically scanned
antenna (ESA); it is discussed in more detail in Chapter 9.

The antenna can be designed to produce an ideal beamwidth for a given radar appli-
cation. In fact, if the antennais not geometrically symmetric the azimuthal and elevation
angular beamwidths can be different. A circular or square antenna will produce a sym-
metric beam, while an elliptical or rectangular antennawill produce an asymmetric beam.

Narrow antenna beamwidths are desired in applications such as tracking, mapping,
and others where good angular resolution is desired. Track precision improves as the
beamwidth is narrower, as seen in Chapter 18.

Applicationsinwhich large antennabeamwidths are advantageousare (1) inthesearch
mode and (2) in strip-map synthetic aperture radars (SARS). In the search mode, where
high resolution isnormally not required, agiven volume can be searched faster with awide
beam. For an SAR, the larger the antenna beamwidth, the larger the synthetic aperture can
be, and, thus, thefiner thetarget resolution that can be achieved (see Chapter 21). However,
large antenna beamwi dths have negative performance effectsin many radar applications.
For example, the ability to resolve targets in the cross-range dimension decreases with
increasing beamwidth when SAR is not used, while in air-to-ground radars, the amount
of ground clutter (interfering echoes from terrain) competing with desired target signals
increases with increasing antenna beamwidth. In addition, larger beamwidths result in
reduced antenna gain, decreasing the signal-to-noise ratio (SNR).
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1.4.2 Atmospheric Attenuation

Figure 1-13 shows the one-way attenuation (per unit of distance) of EM waves in the
atmosphere as a function of frequency. There is very little clear-air attenuation below
1 GHz (L-band). Above 1 GHz, the attenuation steadily increases, and peaks are seen at
22 GHz (dueto water vapor absorption), 60 GHz (dueto oxygen absorption), and at higher
frequencies. Curves are shown at two different altitudes to demonstrate that the different
distribution of water vapor and oxygen with atitude affects the absorption characteristics.
Above 10 GHz (X-band), there are troughs, or windows, in the absorption spectrum at
35 GHz (Ka-band), 94 GHz (W-band), and other higher frequencies. These windows are
the frequencies of choice for radar systems in these higher-frequency bands that have to
operate in the atmosphere. For long-range radars (e.g., surface search radars), frequencies
at L-band and S-band are generally required to minimize atmospheric attenuation. Though
the attenuation versus range values below 10 GHz are low, most of these systems operate
at long ranges, so the loss incurred at these ranges is still significant. Chapter 4 presents
more detailed information on atmospheric effects.
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Rain, fog, and cloudsfurther attenuate EM waves. One-way rain and cloud attenuation
isshownin Figure 1-14. Rain attenuation increaseswith increasing rain rateand increasing
frequency. At radar frequencies, rain and cloud attenuation is small, giving radar systems
their famous“ al weather capability” not seen in electro-optical and infrared (IR) systems.
Detailed descriptions and more specific attenuation values are presented in Chapter 4.

1.4.3 Atmospheric Refraction

Refractionisthebending of EM wavesat theinterface of two different dielectric materials.
This occurs because the speed of the EM wave is a function of the material in which it
is propagating; the more “optically dense” the material, the slower the speed. Consider a
waveincident on theinterface to two difference materials as shownin Figure 1-15. Within
the denser material (glass), the EM wave slows down due to a decrease in wavelength
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FIGURE 1-13
One-way
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function of
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FIGURE 1-14 = One-way rain and cloud attenuation as a function of frequency. (a) Rain.
(b) Clouds.

Vacuum . Glass

v=c=Af v’=Af
Speed decreases in glass, but frequency does not
change; therefore, wavelength must decrease.

(v = Af). The optical density of a material is quantified by the index of refraction, n,
given by n = c/v, where v is the speed of the EM wave in the material. If this wave
were incident on the interface at some angle as shown in Figure 1-16, then, given the
reduction of wavelength in the material with a higher index of refraction, the only way the
wavefronts can remain continuous across the interface is for them to bend at the interface.
This bending is refraction.

In radar technology, refraction is encountered in radar signals directed upward (or
downward) through the atmosphere at an angle relative to horizontal. Generally, the atmo-
sphere thins with increasing altitude, causing the index of refraction to reduce. Therefore,
the path of the transmitted EM wave will deviate from a straight line and bend back toward
the earth. Deviations from straight-line propagation adversely affect target location and
tracking accuracy unless refraction effects are accounted for.

Refraction can be beneficial for surface-to-surface radars (e.g., shipboard radars de-
tecting other ships) since it can allow the EM wave to propagate over the horizon and
detect ships not detectable if detection were limited by the geometric horizon. An extreme
gradient in index of refraction with altitude causes the ray to bend more than for standard
atmospheric conditions. Over the surface of the sea, this high value of refractive index with
height is common. The severe ray bending is called ducting, and surface radar systems
can “see” well past the geometric horizon.
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Over land, long-range propagation can be achieved by using the refractive effect at
the earth’s ionosphere. The EM wave propagates upward to the ionosphere; there the
refractive bending causes the wave to travel back toward the surface of the earth, where it
will intersect the earth’s surface several thousand miles away from the transmitting source.
The return path will experience the same effect. This condition (sometimes called skip)
is most prominent in the high-frequency (HF) region (3-30 MHz) and is generally not
encountered above 150 MHz. Radarsthat usethisphenomenon are called over-the-horizon
(OTH) radars. Chapter 4 describes the details associated with atmospheric refraction.

1.4.4 Reflection

Incident EM waves induce an electric charge on natural surfaces or the surface of a man-
made object, and that object reradiates the EM wave. The reradiation of the EM wave
from the surface matter of an object is called scattering or, more often, reflection of the
incident wave. If the matter is aconductor so that the electric chargeisfreeto movein the
matter, then essentially all the EM wave energy is reradiated. If the matter is a dielectric
material so that its electric charge is bound, some of the energy is reradiated, and some
propagatesinto the matter where some is absorbed and some may come out the other side.

Themanner inwhich the EM waveisreflected from the surface depends on the rough-
ness of the surface relative to the wavelength of the incident wave. Generally speaking,
roughness is the variation in surface height. It is usualy quantified by the standard de-
viation of the surface height. If the surface is “smooth” (A > roughness), then the EM
wave's angle of reflection, 6, equals its angle of incidence, 6;, on the surface (see Fig-
ure 1-17). Thisis called specular scattering. Most scattering from man-made objects in
radar technology is specular.

If, on the other hand, the surface is “rough” (A <« roughness), then the scattering is
specular only over small local regions of the surface. Macroscopically, theincident energy
appearsto be reflected at al angles (see Figure 1-18). Thisis called diffuse scattering. To
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FIGURE 1-16
Bending of
wavefronts incident
at an angle on the
interface of two
materials.
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FIGURE 1-17

Specular scattering.

FIGURE 1-18
Diffuse scattering.
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predict the scattering of EM waves from an object, both specular and diffuse scattering
must be taken into consideration. Scattering from natural surfaces, especially at shorter
wavelengths (higher frequencies), is often diffuse.

In radar technology, scattering phenomenology is quantified by the target parameter
radar cross section, o. RCS has the units of area (e.g., m?). The RCS of atarget is not
a single number but is a function of target viewing angle relative to the transmitter and
receiver antenna and of the frequency and polarization of the incident EM wave. RCSis
a measure of not only how much of the incident EM wave is reflected from the target
but also how much of the wave is intercepted by the target and how much is directed
back toward the radar’s receiver. Thus, these three mechani sms—interception, reflection,
and directivity—all interact to determine the RCS of atarget. If a target is to be made
“invisible’ toaradar (i.e., beastealthtarget), thenitsRCSismadeto be aslow aspossible.
To do this, at least one of the three mechanisms must be addressed: (1) the amount of the
EM wave energy intercepted by the target must be minimized, which is accomplished by
minimizing the physical cross section of the target; (2) the amount of energy reflected by
the target must be minimized, which is accomplished by absorbing as much of the EM
wave as possible through the use of radar-absorbing material (RAM) on the surface of
thetarget; or (3) the amount of the reflected energy directed toward the radar receiver must
be minimized, which is accomplished by shaping the target. The RCS of terrain and of
targets (including stealth considerations) are discussed in more detail in Chapters 5 and
6, respectively.

I | BASIC RADAR CONFIGURATIONS
AND WAVEFORMS

1.5.1 Monostatic versus Bistatic

There are two basic antenna configurations of radar systems: monostatic and bistatic
(Figure 1-19). In the monostatic configuration, one antenna serves both the transmitter
and receiver. In the bistatic configuration, there are separate antennas for the transmit and
receive radar functions.
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Use of two antennas alone does not determine whether a system is monostatic or
bistatic. If the two antennas are very close together, say, on the same structure, then the
systemis considered to be monostatic. The system is considered to be bistatic only if there
is sufficient separation between the two antennas such that “. . . the angles or rangesto the
target are sufficiently different...” [2].

The transmitter is often a high-power device that can transmit EM waves with power
levels in the range of hundreds of kilowatts (10% watts) or even megawatts (10° watts).
Thereceiver, on the other hand, is a power-sensitive device that can respond to EM waves
in the range of milliwatts to nanowatts (10~3 to 10~° watts) or less. In fact, it is not
uncommon for a radar receiver to detect signals as low as —90 dBm (dB relative to a
milliwatt). High-power EM waves from the transmitter, if introduced directly into the
receiver, would prevent the detection of targets (self-jamming) and could severely damage
the receiver’s sensitive components. Therefore, the receiver must be isolated from the
transmitter to protect it from the transmitter’s high-power EM waves. The bistatic radar
configuration can provide significant isolation by physically separating the transmitter
and receiver antennas.

There are some applications for which the bistatic system has a significant separa-
tion between the transmitter and receiver. For example, a semiactive missile has only the
receiver portion on board. The transmitter is on another platform. The transmitter “illu-
minates’ the target while the missile “homes’ in on the signal reflected from the target.

The bistatic radar can also be employed to enhance the radar’s capability of detecting
stealth targets. Recall that a target’s RCS is a measure of the strength of the EM waves
that are reflected from the target back toward the radar receive antenna. Stealthy targets
are designed to have alow RCS, thereby reducing the distance at which they can be seen.
In addition to other techniques, RCS reduction is achieved by shaping the target in a
particular way. This shaping may reduce the RCS when looking at the front of a target
using monostatic radar; however, it is often the case that the RF wave will scatter in a
different direction, providing alarge RCSin some “bistatic” direction. When the bistatic

FIGURE 1-19
Basic radar
configurations:
(a) Bistatic.

(b) Monostatic.
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RCS is greater than the monostatic RCS, the target is no longer “ stealthy” to the bistatic
radar.

Most modern radars are monostatic—a more practical design since only one antenna
is required. It is more difficult to provide isolation between the transmitter and receiver
since both subsystems must be attached to the antenna. The isolation is provided by a
T/R device, such as a circulator or switch, as previously described. For a radar using
a pulsed waveform (see the following discussion), the transmitter and receiver do not
operate at exactly the same time. Therefore, additional isolation can be achieved by use
of an additional switch in the receiver input path.

1.5.2 Continuous Wave versus Pulsed

1.5.2.1 CW Waveform

Radar waveforms can be divided into two general classes: continuous wave (CW) and
pulsed. With the CW waveform the transmitter is continually transmitting a signal, usu-
ally without interruption, al the time the radar transmitter is operating. The receiver
continuously operates also. The pulsed waveform transmitter, on the other hand, emits
a sequence of finite duration pulses, separated by times during which the transmitter is
“off.” While the transmitter is off, the receiver is on so that target signals can be detected.

Continuous wave radars often employ the bistatic configuration to effect transmitter/
receiver isolation. Since the isolation between the transmitter and receiver is not perfect,
thereissome competing signal dueto theleakage, relegating CW systemstorelatively low
power and hence short-range applications. Since a CW radar is continuously transmitting,
determination of the transmitted EM wave's round-trip time and, thus, target range, must
be accomplished by changing the characteristics of the wave (e.g., changing the wave's
frequency over time). This frequency modulated (FM) technique effectively puts atiming
mark on the EM wave, thus alowing for target range determination. Though there are
relatively complex CW systems employed as illuminators in fire control systems, semi-
active missiles, and trackers, CW radars tend to be simple radars and are used for such
applications as police speed-timing radars, altimeters, and proximity fuses.

1.5.2.2 Pulsed Waveform

Pulsed radars transmit EM waves during a very short time duration, or pulse width z,
typicaly 0.1 to 10 microseconds (uS), but sometimes as little as a few nanoseconds
(10~° seconds) or as long as a millsecond. During this time, the receiver isisolated from
the antenna, or blanked, thus protecting its sensitive components from the transmitter’s
high-power EM waves. No received signals can be detected during thistime. In addition
to the isolation provided by the T/R device (shown in Figure 1-1), further protection is
offered by thereceiver protection switch, not shown in thefigure. During the time between
transmitted pulses, typically from 1 microsecond to tens of milliseconds, the receiver is
connected to the antenna, allowing it to receive any EM waves (echoes) that may have
been reflected from objectsin the environment. This“listening” time plus the pulse width
represents one pulsed radar cycle time, normally caled the interpulse period (1PP) or
pulse repetition interval (PRI). The pulsed waveform is depicted in Figure 1-20.

Pulse Repetition Frequency (PRF) The number of transmit/receive cycles the radar
completes per second is called the pulse repetition frequency (PRF), which is properly
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Transmit Pulse Repetition Interval,
Time 7 PRI PRF = 1/PRI
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Receive
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Tim'e

measured in pulses per second (PPS) but is often expressed in hertz (cycles per second).
The PRF and PRI are related according to

PRF = 1 (1.10)
PRI
Pulse Width and Duty Cycle The fraction of time the transmitter is transmitting during
one radar cycleis called the transmit duty factor (or duty cycle), d;, and from Figure 1-20
isgiven by
T

t=—-—— =1-PRF (1.12)
PRI

The average power, Py, of the transmitted EM wave is given by the product of the peak
transmitted power, Py, and the transmit duty factor:

Pan = Pt . dt = Pt -7 -PRF (112)

Range Sampling Figure 1-21 depicts a sequence of two transmit pulses and adds a
hypothetical target echo signal. Because the time scale is continuous, a target signal can
arrive at the radar receiver at any arbitrary time, with infinitesimal time resolution. In a
modern radar system, the received signal is normally sampled at discrete time intervals,
using an ADC, which quantizes the signal in time and amplitude. The time quantization
corresponds to the ADC sample times, and the amplitude quantization depends on the
number of ADC “bits’ and the full-scale voltage. To achieve detection, the time between
samples must be no more than a pulse width; for example, for a 1 us transmit pulse, the
received signal must be sampled at intervals of no more than a microsecond. Usually,
to achieve improved detection, oversampling is used; for example, there would be two
samplesfor agiven pulsewidth. A 1 s pulse width would suggest a0.5 s sample period,
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FIGURE 1-20
Pulsed radar
waveform.

FIGURE 1-21
Pulsed radar
waveform showing
ADC clock pulses.
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or a2 megasample per second (M sps) sample rate. Each of these time samples represents
a different range increment, often termed a range bin, at a range found from Equation
(1.1). The target shown in the figure is at a range corresponding to sample number five.

UnambiguousRangeMeasurement Recall that target rangeis determined by measuring
the delay time from transmission of a pulse to reception of the reflected signal. Problems
can occur in a pulsed radar when determining the range to targets if the pulse round-trip
travel time, AT, between the radar and the distant target is greater than the interpulse
period, IPP. In this case, the EM wave in a given pulse will not return to the radar’s
receiver beforethe next pulseistransmitted, resultingin atimeambiguity and related range
ambiguity. The received pulse could be areflection of the pulse that was just transmitted
and, thus, a reflection from a close-in target, or it could be a reflection resulting from a
previously transmitted pulse and, thus, a reflection from a distant target.

This situation isillustrated in Figure 1-22. The tall rectangles represent transmitted
pulses; the shorter rectangles represent the received echoes from two targets. The shading
of the target echoes matches the shading of the pulse from which they originated. Thetime
delay to target A and back is less than the interpulse period, so the echo from target A
from a given pulseis received before the next pulse is transmitted. Thetime delay AT to
target B isgreater than the PRI; specifically, suppose AT = PRI + At. Thenthereflection
from target B due to pulse #1 occurs At seconds after pulse #2, as shown in the figure.
Consequently, it isunclear if this echo is from a short-range target At seconds away or a
longer-range target AT seconds away®.

Range ambiguities can be avoided by ensuring that the interpul se period, PRI, islong
enough or, equivalently, the pulse repetition frequency PRF is low enough, such that all
echoes of interest from a given pulse return to the radar receiver before the next pulseis
transmitted. The round-trip time for the radar wave from equation (1.1) is given by

2R

AT = o (2.13)
Thus, to prevent range ambiguities, the following condition must be satisfied:
2Rmax c- PRI c
PRl > ATy = —— = 114
> ATmax o Rmax = — >PRF (1.14)

51t appearsthat the ambiguousrange condition could be reveal ed because the target signal doesnot appear
in the first range interval. In fact, radar systems do not usually detect a target on the basis of any single
pulse; several pulses are transmitted and processed. In this case, it is not known that the target signal is
“missing” for one (or more) intervals.
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where Ryax iSthe maximum target range of interest. Conversely, the unambiguous range,
Rua, isthe maximum range at which the range to atarget can be measured unambiguously
by the radar. It is given by

c

= 1.15
2PRF (1.15)

Ria

It should be noted that not al radars satisfy this condition. Some systems cannot avoid
an ambiguous range condition, due to other conflicting requirements, as is seen in the
following section.

1.5.3 Noncoherent versus Coherent

Radar systems can be configured to be noncoherent or coherent. Whereas a noncoherent
system detects only the amplitude of the received signal, the coherent system detects the
amplitude and the phase, treating the received signal as a vector. Noncoherent systems
are often used to provide a two-dimensional display of target location in a ground map
background. Theamplitudeof thesignal at any instant intimewill determinethe brightness
of the corresponding area of the display face. Noncoherent radars can be used in casesin
whichitisknownthat the desired target signal will exceed any competing clutter signal. All
early radars were noncoherent; target detection depended on operator skill in discerning
targets from the surrounding environment.

For a coherent system, measurement of the phase of the received signal provides the
ability to determine if the phase is changing, which can provide target motion charac-
teristics and the ability to image a target. Though there are still applications for which
noncoherent radar technology is appropriate, most modern radar systems are coherent.

A pulsed coherent system measures the phase of the received signal on a pulse-to-
pulsebasis. Thisreferencesinusoidisusually implemented in theform of alocal oscillator
(LO) signal used to produce the transmit signal that also serves as the reference for the
received signal. This processisdepicted in Figure 1-23. Thetop lineisthelocal oscillator
signal; the solid segments represent the transmit pulse times, and the dashed segments
represent “listening” times between transmit pulses. If the local oscillator signal isafixed
frequency, it can serve as areference for measuring the phase of the received signal. The
expanded “balloon” shows the phase relationship for a single transmit/receive pulse pair.
The ability to measure the phase of the received signal depends on the stability of the LOs,
as described in Chapter 12.

1.5.3.1 The Doppler Shift

If there is relative motion between the radar and the target, then the frequency of the
EM wave reflected from the target and received by the radar will be different from the
frequency of the wave transmitted from the radar. Thisis the Doppler effect, common to
all wave phenomena and originally identified as an acoustic (sound wave) phenomenon.
The Doppler frequency shift, fgq, or “Doppler” for short, is the difference between the
frequency of the received wave and that of the transmitted wave and is approximately
given by

2v,
fgr~ — 1.16
a~ (116
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FIGURE 1-23 = Coherent system local oscillator, transmit, and received signals.

where v, istheradial component® of the target’s velocity vector toward the radar, and A is
the wavelength of the transmitted EM wave. The approximation is excellent aslong asthe
radial component of velocity of the target is much lessthan the speed of light. The negative
of the radial velocity is often called the range rate. This radial velocity component, vy,
is positive (and, thus, fqy is positive) for targets approaching the radar and negative ( g
negative) for targets receding from the radar.”

1.5.3.2 Unambiguous Doppler Shift Measurement

Clearly from eguation (1.15), lowering the PRF of the radar will increase the radar’'s
unambiguous range. However, lowering the radar’s PRF a so has a negative consequence.
Most modern radars measure the Doppler frequency shift of the received EM wave. A
pulsed radar samples the Doppler frequency shift at the pulse repetition frequency. This
can lead to Doppler frequency ambiguitiesif the sampling rate (PRF) is not high enough,
as discussed in Chapter 14.

One statement of the Nyquist sampling criterion or theorem is that “the maximum
frequency that can be unambiguously measured is haf the sampling rate” A similar
statement holds for measuring negative frequencies. In a radar, Doppler shift is being

5The radial component is the component of velocity along the range dimension (i.e., a straight line
between the radar and the target).

"There is often a point of confusion regarding whether the radial component of velocity is positive or
negative. The Doppler frequency shift will be positive for a closing target, so a closing target represents
a positive velocity. But since range rate is positive for a receding target (one for which the range is
increasing) the sign of range rate will be opposite from the sign for radial component of velocity.
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sampled at the radar’s PRF; thus, the maximum range of Doppler shift frequencies that
can be unambiguously measured is

f4.. = £PRF/2 or PRFmqn = 2fq, = 4”% (1.17)
While maximizing unambiguous range leads to lower PRFs, maximizing unambiguous
Doppler shift leadsto higher PRFs. In many systems, no single PRF can meet both of these
opposing requirements. Fortunately, as discussed in Chapter 17, some signal processing
techniques such as staggered PRFs alow radars to unambiguously measure range and
Doppler shift at almost any PRF.

This conflict leads to the definition of three different PRF regimes: low PRF, medium
PRF, and high PRF. A low PRF system isonethat is unambiguous in range, for al target
ranges of interest. Though there is no specific range of PRF values that define such a
system, the PRF ranges from as low as 100 Hz to as high as 4 kHz. Of course, there may
be lower or higher PRFs for low PRF systems, but a large majority of low PRF systems
fall into these limits.

At the other extreme, ahigh PRF system is defined as one for which the Doppler shift
measurement is always unambiguous. That is, the Nyquist sampling criterion is satisfied
for the fastest target of interest. Typical values of PRF for these systems are from 10 kHz
to 100 kHz (or sometimes much more).

In between these two conditions lies the medium PRF regime, for which both range
ambiguitiesand Doppler ambiguitieswill exist. Typical valuesfor medium PRFwaveforms
are from 8 kHz to 30 kHz or so.

For radar systems operating in the HF, VHF, and UHF regions, a different set of
conditions apply to the definition for medium PRF. If the radar system operates in these
regionsit is possible that the PRF required to satisfy the Nyquist sampling criterion will
be also sufficient to measure the range to the farthest target of interest unambiguously. In
this case, a medium PRF system will be unambiguous in both range and Doppler.

| | NOISE, SIGNAL-TO-NOISE RATIO,
AND DETECTION

Because of random thermal motion of charged particles, al objects in the universe with
a temperature above absolute zero will be radiating EM waves at, collectively, almost
all frequencies. These EM waves, called thermal noise, are always present at the radar’'s
receiving antenna and compete with the reflected EM waves from the target. In addition,
the radar’s receiver, being an electrical device with randomly moving electrons, generates
its own internal thermal noise that also competes with the received target signal. In mi-
crowave radars, the internally generated noise usually dominates over the noise from the
environment.

The noise voltage is always present in the radar receiver circuits. If the radar antenna
beam is pointed in the direction of atarget when the transmitter generates the transmitted
signal, then the signal will illuminate the target, and the signal reflected from that target
will propagate toward the receiver antenna, will be captured by the antenna, and will also
produce avoltage in the receiver. At theinstant in time at which the target signal is present

25



26 CHAPTER 1 | Introduction and Radar Overview

FIGURE 1-24
Threshold detection
of a noisy signal.
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in the receiver, there will be a combination of the noise and target signal. The voltages
add, but because the noise is uncorrelated with the target signal, the total power isjust the
sum of the target signal power S and the noise power N.

Supposethesignal power of thereflected EM wavefromthetarget ismuch greater than
the noi se power due to environmental and receiver noise. If thisisthe case, the presence of
atarget echo signal can berevealed by setting an amplitude threshold above the noiselevel
(but below thetarget level). Any received signals (plus noise) that are above thisamplitude
threshold are assumed to be returns from targets, while signals below this threshold are
ignored. This is the basic concept of threshold detection. In the example of Figure 1-24
the receiver output contains 200 samples of noise with a target signal added at sample
50. The target signa is 17 dB larger than the root mean square (rms) noise power. If the
threshold is set at avalue of 10 dB above the noise power, the signal + noise sample easily
exceeds the threshold and so will be detected, while all but one of the noise-only samples
doesnot crossthethreshold. Thus, thetarget signal isreveaed in the presence of the noise.

Because it is a random variable, a any given time the noise alone can “spike up”
and cross the amplitude threshold, giving rise to some probability that there will be a
false alarm. In Figure 1-24, a single false alarm occurs at sample 103. In addition, the
target-plus-noise signal is a random variable, so at any given time it can drop below the
amplitude threshold, resulting in some probability that the target-plus-noise signa will
not be detected. Because of this random nature of the signals, the detection performance
of aradar must be given in terms of probabilities, usually the probability of detection,
Pp, and the probability of false dlarm, Pea. Pp isthe probability that a target-plus-noise
signal will exceed the threshold and Pra is the probability that the noise alone will spike
above threshold. Perfect radar detection performance would correspond to P, = 1 (or
100%) and Pra = O (or 0%). Either Py or Pga can be arbitrarily set (but not both at the
same time) by changing the amplitude threshold. When the threshold is raised, Pra goes
down, but unfortunately, so does Pp. When the threshold is lowered, the Pp goes up, but,
unfortunately, so does Pra. Thus, when the threshold is changed, Psa and Pp both rise or
fall together. To increase Pp while at the same time lowering Pra, the target signal power
must be increased relative to the noise power. Theratio of the target signal power to noise
power isreferred to as the signal-to-noise ratio. Chapter 2 devel ops an equation to predict
the SNR called the radar range eguation (RRE); Chapters 3 and 15 discuss the methods
for relating Pp and Pea to SNR; and Chapter 16 presents a description of the processing
implemented to automatically establish the threshold voltage.
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| BASIC RADAR MEASUREMENTS
1.7.1 Target Position

Target position must be specified in three-dimensional space. Since a radar transmits a
beam in some azimuthal and elevation angular direction, and determines range along that
angular line to a target, a radar naturally measures target position in a spherical coordinate
system (see Figure 1-25).

Modern radars can determine several target parameters simultaneously:

* Azimuthal angle, 8

* Elevation angle, ¢

* Range, R (by measuring delay time, AT)

* Range rate, R (by measuring Doppler frequency, f;)
» Polarization (up to five parameters)

Measurements in each of these dimensions are discussed in the next section.

1.7.1.1 Azimuth Angle, Elevation Angle

The target’s angular position, here denoted by the azimuth and elevation angles € and ¢,
is determined by the pointing angle of the antenna main beam when the target detection
occurs. This antenna pointing angle can either be the actual physical pointing angle of a
mechanically scanned antenna or the electronic pointing angle of an electronically scanned
(phased array) antenna. (See Chapter 9 for more on antenna-scanning mechanisms.) The
monopulse technique, also described in Chapter 9, can provide a significantly more precise
angle measurement than that based on the main beam beamwidth alone.

1.7.1.2 Range

The target’s range, R, is determined by the round-trip time of the EM wave as discussed in
Section 1.2. The range to the target is determined by measuring the time delay. Repeating
equation (1.1) for convenience,
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FIGURE 1-25 =
Spherical coordinate
system depicting
radar-target
geometry.
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In most modern radar systems, the delay time, AT, is determined by “counting” the
number of ADC clock pulses that occur between the transmit time and the target time,
assuming that the first clock pulse coincides with the transmit pulse. Chapter 18 presents
the details associated with range measurement results and shows that the precision of a
range measurement can be much better than the resolution of the measurement.

1.7.2 Range Rate and Doppler Frequency Shift

Asdescribed in Section 1.5.4, if thereis relative motion between the radar and the target,
then the frequency of the EM wave reflected from the target and received by the radar will
be different from the frequency of the wave transmitted from theradar. Thisisthe Doppler
effect.

The Doppler shift ismeasured by performing aspectral analysisof thereceived signal
in every range increment. The spectral analysis is usually performed in modern radar
systems by transmitting a sequence of several pulses, (often on the order of 30 pulses)
and performing a K -point discrete Fourier transform (DFT) on this sequence of received
signals for each range increment. The DFT isusually implemented in the form of the fast
Fourier transform (FFT), described in Chapter 17.

Doppler shift is a very important quantity in modern radars. Measurement of the
Doppler characteristicsis used to suppress returns from clutter, to determine the presence
of multipletargetsat the samerange, and to classify andidentify moving targetsand targets
with moving components (e.g., aircraft, helicopters, trucks, tanks). In asynthetic aperture
radar, the measurement of Doppler shift is used to improve the cross-range resolution of
the radar.

For example, consider a stationary radar designed to detect moving targets on the
ground. The EM wave return from a moving target will have a nonzero Doppler shift,
whereas the return from stationary clutter (e.g., trees, rocks, buildings) will essentially
have a zero Doppler shift. Thus, Doppler shift can be used to sort (discriminate) returns
from targets and clutter by employing a high-pass filter in the radar’s signal processor.
Thisisthe essence of moving target indication (MTI) radars discussed in Chapter 17.

1.7.3 Polarization

Because atypical target comprises a multitude of individual scatterers, each at a dlightly
different distance from the radar, the RCS of an object changes with viewing angle and
wavelength, asexplained in Chapter 7. It isal so sensitive to the transmit and receive polar-
ization of the EM wave. Polarization refersto the vector nature of the EM wavetransmitted
and received by theradar antenna. The EM wave'spolarization is sensitiveto the geometry
of the object from which it reflects; different objects will change the polarization of the
incident EM wave differently. Therefore, the changein polarization of the EM wave when
it reflectsfrom an object carries someinformation regarding the geometrical shape of that
object. Thisinformation can beused to discriminate unwanted refl ected waves (e.g., returns
from rain) from those reflected from targets. Also, polarization can be used to discriminate
targets from clutter and even to facilitate identifying different targets of interest.
Maximum polarization information is obtained when the polarization scattering ma-
trix (PSM) S of atarget is measured. Equation (1.18) describes the four components of
the PSM. Each of the four terms is a vector quantity, having an amplitude and a phase.
The subscripts refer to the transmit and receive polarization. Polarizations 1 and 2 are
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orthogonal; that is, if polarization 1 is horizontal, the polarization 2 is vertical. If polar-
ization 1 isright-hand-circular, then polarization 2 is left-hand-circul ar.

_ \/U_J.J.ej o1 \/U_].Zej $12 (1 ]_8)
/o€l 21 /G25€) 2 :

M easuring the PSM requirestheradar to be polarization-agile ontransmit andto havea
dual-polarized receiver. An EM wave of agiven polarization (e.g., horizontal polarization)
istransmitted and the polarization of the resulting reflecting wave is measured in the dual-
polarized receiver. This measurement requires, at a minimum, the measurement of the
amplitude of thewaveintwo orthogonal polarizationreceiver channels(e.g., horizontal and
vertical polarizations) and therel ative phase between thewavesin these two channels. The
transmit polarization isthen changed to an orthogonal state (e.g., vertical polarization) and
the polarization of the resulting reflecting wave is measured again. For amonostatic radar,
thisprocessresultsin five unique measured data: three amplitudesand two rel ative phases.®
These data constitute the elements of the PSM. Ideally, the two transmit polarizations
should be transmitted simultaneously, but in practice they are transmitted at different,
but closely spaced times (typically on successive pulses). This time lag creates some
uncertainty in the integrity of the PSM; however, if the two transmit times are closely
spaced, the uncertainty is minor. A more detailed discussion of the PSM isin Chapter 5.

1.7.4 Resolution

The concept of resolution describes aradar’s ability to distinguish two or moretargetsthat
are closely spaced, whether in range, angle, or Doppler frequency. The ideaisillustrated
in Figure 1-26, which imagines the receiver output for a single transmitted pulse echoed
from two equal-strength point scatterers separated by a distance AR. If AR is large
enough, two distinct echoes would be observed at the receiver output asin Figure 1-26b.
In this case, the two scatterers are considered to be resolved in range. In Figure 1-26c,
the scatterers are close enough that the two echoes overlap, forming a composite echo.
In this case the two scatterers are not resolved in range. Depending on the exact spacing
of the two scatterers, the two pulses may combine constructively, destructively, or in some
intermediate fashion. The result is very sensitive to small spacing changes, so the two
scatterers cannot be considered to be reliably resolved when their echoes overlap.

The dividing line between these two cases is shown in Figure 1-26d, where the two
pulses abut one another. This occurs when

AR=Z (1.19)
2

The quantity AR is called the range resolution of the radar. Two targets spaced by
more than AR will be resolved in range; targets spaced by less than AR will not. This
eguation represents the range resolution achieved using a simple, unmodulated pulse of
length <.

Note that in the discussions so far, the range resolution is proportional to the pulse
width r. A pulsewidth of 1 usresultsin arangeresolution of (3 x 108)(107%)/2 = 150 m.

8Though there are eight values in the matrix, only five are unique. 12 and o271 will be equal, /11 isthe
reference angle, and Z21 will equal /12, so the unique values are o11, 612, 622, Z12, and Z2».
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FIGURE 1-26
Concept of
resolution in range.
(@) Transmitted pulse
and two targets.

(b) Receiver output
for resolved targets.
(c) Receiver output
for unresolved
targets. (d) Receiver
output for defining
range resolution.
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Thisisthe minimum separation at which two targets can be reliably resolved witha 1 us
simple, unmodulated pulse. If finer resolution is needed, shorter pulses can be used. It
will be seen later that shorter pulses have less energy and make detection more difficult.
Chapter 20 will introduce pulse compression, a technique that provides the ability to
maintain the energy desired in the pulse while at the same time providing better range
resolution by modulating the signal within the pulse.

Figure 1-20 showed the timing of a pulsed radar waveform. A number of choices
are available for the actual shape of the waveform comprising each pulse. Figure 1-27
illustrates three of the most common. Part (a) of the figureis asimple unmodulated pulse,
oscillating at the radar's RF. This is the most basic radar waveform. Also very common
isthe linear frequency modulation (LFM) or chirp pulse (Figure 1-27b). This waveform
sweeps the oscillations across a range of frequencies during the pulse transmission time.
For example, achirp pulse might sweep from 8.9 to 9.1 GHz within asingle pul se, a swept
bandwidth of 200 MHz. Part (c) of the figure illustrates a phase-coded pulse. This pulse
has a constant frequency but changes its relative phase between one of two values, either
zero or 7t radians, at several pointswithin the pulse. These phase changes cause an abrupt
change between a sine function and a negative sine function. Because there are only two
values of the relative phase used, this example is a biphase-coded pulse. More general
versions exist that use many possible phase values.

The choice of pulse waveform affects a number of trade-offs among target detection,
measurement, ambiguities, and other aspects of radar performance. These waveforms and
their design implications are discussed in Chapter 20.

A radar alsoresolvesatarget in azimuth angle, el evation angle, and Doppl er frequency.
Theonly differenceisthe characteristic signal shapethat determinesachievableresolution.
Figure 1-28ashowsthe Fourier spectrum of asignal consisting of the sum of two sinusoids.
This could arise as the Doppler spectrum of aradar viewing two targets at the same range
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(a)

(b)

(©)

but different range rates. Each sinusoid contributes a characteristic “sinc” function shape
(see Chapter 17) to the Doppler spectrum, centered at the appropriate Doppler shift. The
width of the main lobe in the spectrum is proportional to the reciprocal of the time during
which the input data were collected. For a“sinc” function, the main lobe 3 dB width is

. 0.89

3dB width = Gl time (2.20)
The dwell time is the time duration associated with transmitting the sequence of pulses
for performing the FFT, as described in Section 1.7.2. The dwell time for this exampleis
0.01 seconds, so the width of the central lobe of the sinc function measured 3 dB below its
peak (about 71% of the peak amplitude) is 89 Hz in this example. When the two Doppler
shifts are separated by more than 89 Hz, they are clearly resolved. When the separation
becomes less than 89 Hz, asin Figure 1-28b, the two peaks start to blend together. While
two peaks are visible here, the dip between them is shallow. If noise were added to the
signals, the ability to resolvethesetwo frequenciesreliably would degrade. At aseparation
of 50 Hz (Figure 1-28c), the two signals are clearly not resolved.

In this Doppler frequency example, the resolution capability is determined by the
width of the sinc function main lobe, which in turn is determined by the total pulse burst
waveform duration. Also, as will be seen in Chapter 17, when a weighting function is
used in the Doppler processing to reduce the sidelobes, the main lobe will be further
spread, beyond 89 Hz in this example, further degrading the Doppler resolution. Thus, as
with range resolution, Doppler resolution is determined by the transmitted waveform and
processing properties.

The signals shown in Figure 1-28 could just as easily represent the receiver output
versus scan angle for two scatterers in the same range bin but separated in angle. The
“sinc” response would then be the model of a (not very good) antenna pattern. Given a
morerealistic antennapattern, asdescribedin Section 1.4.1 and equation (1.9), theangular
resolution would be determined by the antenna size. Two targets can be resolved in angle
if they are separated by the antenna beamwidth or more.
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FIGURE 1-27
Three common
choices for a single
pulse in a pulsed
radar waveform.

(@) Simple pulse.
(b) Linear FM or
chirp pulse.

(c) Biphase coded
pulse.
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|1 | BASIC RADAR FUNCTIONS

While there are hundreds of different types of radars in use, the large majority have three
basic functions: (1) search/detect; (2) track; and (3) image. These functions are briefly
discussed now, followed by a discussion of some of the many types of radar systems and
how they apply these functions.

1.8.1 Search/Detect

Almost all radars have to search a given volume and detect targets without a priori infor-
mation regarding the targets’ presence or position. A radar searches a given volume by
pointing its antenna in a succession of beam positions that collectively cover the volume
of interest. A mechanically scanned antenna moves through the volume continuously. Ro-
tating antennas are an example of this approach. An ESA is pointed to a series of discrete
beam positions, as suggested in Figure 1-29.

At each position, one or more pulses are transmitted, and the received data are ex-
amined to detect any targets present using the threshold techniques described earlier. For
example, 10 pulses might be transmitted in one beam position of an ESA. The detected
data from each pulse might then be noncoherently integrated (summed) in each range bin
to improve the SNR. This integrated data would then be compared with an appropriately
set threshold to make a detection decision for each range bin. The antenna is then steered
to the next beam position, and the process is repeated. This procedure is continued until
the entire search volume has been tested, at which point the cycle is repeated.

A major issue in search is the amount of time required to search the desired volume
once. The search time is a function of the total search volume, the antenna beamwidths,
and the dwell time spent at each beam position. The latter in turn depends on the number
of pulses to be integrated and the desired range coverage (which affects the PRF). Op-
timization of the search process involves detailed trade-offs among antenna size (which
affects beamwidths and thus number of beam positions needed), dwell time (which affects
number of pulses available for integration), and overall radar timeline. The search and
detection process and these trade-offs are discussed in more detail in Chapter 3.

1.8.2 Track

Once a target is detected in a given search volume, a measurement is made of the target
state, that is, its position in range, azimuth angle, and elevation angle, and, often, its radial
component of velocity. Tracking radars measure target states as a function of time. Indi-
vidual position measurements are then combined and smoothed to estimate a target track.

Required Scan
Volume
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FIGURE 1-29 =
Coverage of a
search volume using
a series of discrete
beam positions.
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FIGURE 1-30 =
Example of track
filtering for
smoothing a series
of individual position
measurements.
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Tracking implies measuring the position and velocity of a target to an accuracy better
than the radar’s resolution. A variety of techniques are used to do this. For instance, the
azimuth position can be estimated to a fraction of the antenna azimuth beamwidth in a me-
chanically scanned radar by measuring the detected target strength on several successive
pulses as the antenna scans and then computing the centroid of the resulting measurements.
Similar concepts can be applied in range and Doppler. These and other measurement tech-
niques are described in Chapter 18. Individual measurements are invariably contaminated
by measurement noise and other error sources. An improved estimate of the target position
over time is obtained by frack filtering, which combines multiple measurements with a
model of the target dynamics to smooth the measurements. For example, the dotted line
in Figure 1-30 shows the actual position of a target that is initially moving away from
the radar in some coordinate at constant velocity and then at time step 30 stops moving
(constant position). The small triangles represent individual noisy measurements of the
position, and the solid line shows the estimated position using a particular track filtering
algorithm called the alpha-beta filter or alpha-beta tracker. Advanced systems use various
forms of the Kalman filter and other techniques. Track filtering is discussed in Chapter 19.

The optimum radar configurations for tracking and searching are different. Conse-
quently, these search and track functions are sometimes performed by two different radars.
This is common in situations where radar weight and volume are not severely limited
(i.e., land-based and ship-based operations). When radar weight and volume are limited,
as in airborne operations, the search and track functions must be performed by one radar
that must then compromise between optimizing search and track functions. For example, a
wide antenna beamwidth is desirable for the search mode and a narrow antenna beamwidth
is desirable for the track mode, resulting in a medium antenna beamwidth compromise
solution.

1.8.3 Imaging

In radar, imaging is a general term that refers to several methods for obtaining detailed
information on discrete targets or broad-area scenes. The imaging process involves two
steps: (1) developing a high-resolution range profile of the target; and (2) developing a
high-resolution cross-range (angular) profile. As suggested in equation (1.19) the range
resolution is proportional to the pulse width. A shorter transmitted pulse width will lead to
better (smaller is better) range resolution. Improved range resolution can also be achieved
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by modulating the signal within the pulse as described in Section 1.7.4 and shown in
Figure 1-27. As presented in Chapter 20, there are other techniques for developing good
range resolution.

With the few basics given in Section 1.7.2, one can easily understand how Doppler
shift can be used to improve the resolution in an SAR. Consider an aircraft with a radar
on board pointing out of the side of the aircraft down to the ground (i.e., a sidelooking
radar). If the radar’s antenna has a 1 degree beamwidth and the ground is 1,000 meters
from the radar, then the antenna beam will be approximately 21 meters wide in the cross-
range dimension (the direction of aircraft motion, which is also perpendicular to the range
dimension) on the ground. This means that two objects on the ground at the same range
and closer than 21 meters in the cross-range dimension essentially appear as one object to
the radar; that is, they are not resolved. Doppler shift can be used to resolve objects within
the antenna’s beam in cross-range. As shown in Figure 1-31, objects in the front, middle,
and back of the beam will have a positive, zero, and negative Doppler shift, respectively.
In fact, each object in the beam with a different cross-range spatial location will have
a different Doppler shift. Therefore, if the radar’s signal processor is capable of sorting
(filtering) the EM wave returns according to Doppler shift, this is tantamount to sorting
the objects in the cross-range dimension, thus resolving objects at different positions.
Doppler processing is discussed further in Chapters 8 and 17 and synthetic aperture radar
in Chapter 21.

Synthetic aperture radars form two-dimensional images of an area at resolutions rang-
ing from 100 m or more to well under 1 m. The first case would typically be used in
wide-area imaging from a satellite, while the latter would be used in finely detailed imag-
ing from an airborne (aircraft or unmanned autonomous vehicle [UAV] platform). Fig-
ure 1-32 is an example of a 1 m resolution airborne SAR image of the Washington, D.C.,
mall area. Two-dimensional SAR imagery is used for a variety of Earth resources and
defense applications, including surveillance, terrain following, mapping, and resource
monitoring (discussed in more detail in Chapter 21). In recent years, interferometric SAR
(IFSAR or InSAR) techniques have been developed for generating three-dimensional SAR
imagery.

35

FIGURE 1-31 =
Synthetic aperture
radar geometry.
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FIGURE 1-32 =

1 m resolution SAR
image of the
Washington, D.C.,
mall area. (Courtesy
of Sandia National
Laboratories. With
permission.)
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To accomplish their mission, many radars must not only detect but also identify
the target before further action (e.g., defensive, offensive, traffic control) is initiated.
One common way to attempt identification is for the radar to measure a one-dimensional
high-range-resolution“image” (often called ahigh-rangeresolution [HRR] profil€) or two-
dimensional range/cross-range image of thetarget, a high-resolution Doppler spectrum, or
to determinetarget polarization characteristics. The radar will employ specific waveforms
and processing techniques, such as pulse compression SAR processing or polarization
scattering matrix estimates, to measure these properties. Automatic target recognition
(ATR) techniques arethen used to analyze theresulting “imagery” and makeidentification
decisions.

I ] | RADAR APPLICATIONS

Given that the fundamental radar functions are search/detect, track, and image, numerous
remote sensing applications can be satisfied by the use of radar technology. The uses
for radar areasdiverse asground-penetrating applications, for which themaximumrangeis
afew meters, to long-range over-the-horizon search systems, for which targets are detected
at thousands of kilometers range. Transmit peak power levels from a few milliwatts to
several megawatts are seen. Antenna beamwidths from as narrow aslessthan adegree for
precision tracking systemsto aswide asnearly isotropic for intrusion detection systemsare
also seen. Some examples are now given. The grouping into “military” and “commercia”
applications is somewhat arbitrary; in many cases the same basic functions are used in
both arenas. The radar applications represented here are some of the most common, but
there are many more.

1.9.1 Military Applications

Inabout 1945, the U.S. military devel oped asystem of identifying designationsfor military
equipment. The designations are of the form AN/xxx-nn. The x’s are replaced with a
sequence of three letters, the first of which indicates the installation, or platform (e.g., A
for airborne), the second of which designates the type of equipment (e.g., Pfor radar), and
the third of which designates the specific application (e.g., G for fire control). Table 1-3
lists a subset of this “AN nomenclature” that is pertinent to radar. The n's following the
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TABLE 1-3 = Subset of the AN Nomenclature System for U.S. Military Equipment Applicable to Radar Systems
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First Letter Second Letter Third Letter
(Type of Installation) (Type of Equipment) (Purpose)
A  Piloted aircraft L  Countermeasures D Direction finger, reconnaissance,
or surveillance
F  Fixed ground P Radar G Firecontrol or searchlight directing
M Ground, mobile (installed Y  Signal/data processing K Computing

as operating unit in avehicle
which has no function other
than transporting the equipment

P Pack or portable (animal or man) N  Navigationa aids (including altimeter,

beacons, compasses, racons, depth
sounding, approach, and landing)

Special, or combination of purposes

S Water surface craft Q

T  Ground, transportable R  Receiving, passive detecting

U  Ground utility S

V  Ground, vehicular (installed in Y
vehicle designed for functions multiple target tracking) and
other than carrying electronic control (both fire control
equipment, etc., such as tanks and air control)

Detecting or range and bearing, search
Surveillance (search, detect, and

designation are a numerical sequence. For example, the AN/TPQ-36 is a ground-based
transportablespecia purposeradar, inthiscasefor locating the source of incoming mortars.
Another exampleisthe AN/SPY-1, a shipboard surveillance and fire control radar (FCR)
system.

1.9.1.1 Search Radars

Often, the primary functions associated with the search and track requirements are per-
formed by two independent radar systems. One system performs the search function, and
another performs the track function. This is common, though not always the case, for
ground-based or surface ship systems. Some applications prohibit the use of more than
oneradar or morethan one aperture. For example, platformsthat havelimited prime power
or space for electronics force the search and track requirements to be performed by one
system. This is common in an airborne application and for many electronically scanned
antenna systems.

Two-Dimensional Search  Some volume search systems employ a“fan”-shaped antenna
pattern to perform the search, usually in the range and azimuth dimensions. The antenna
aperture will be quite wide horizontally and somewhat narrower verticaly. This leads
to a narrow azimuth beamwidth and a wide elevation beamwidth. The elevation extent
of the search volume is covered by the wide elevation beamwidth, while the azimuth
extent is covered by mechanically scanning the antennain azimuth. Figure 1-33 depicts a
fan beam pattern searching a volume. This configuration is common in air traffic control
or airport surveillance systems. A system with this beam pattern can provide accurate
range and azimuth position but provides poor elevation or height information due to the
wide elevation beamwidth. Consequently, it is termed a two-dimensional (2-D) system,
providing position information in only two dimensions.
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FIGURE 1-33

Fan beam searching
a volume providing
2-D target position.

FIGURE 1-34
AN/SPS-49 2-D
search radar
antenna. (Courtesy
of U.S. Navy.)
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An example of a2-D radar isthe AN/SPS-49 shipboard radar, shown in Figure 1-34.
The SPS-49isavery long-range, two-dimensional air search radar that operatesinthe UHF
band (850-942 MHz). Nominal maximum rangeof theradar isapproximately 250 nmi. The
AN/SPS-49 provides automatic detection and reporting of targets supporting the antiair
warfare (AAW) mission in Navy surface ships. The AN/SPS-49 uses a large truncated
parabolic mechanicaly stabilized antenna to provide acquisition of air targetsin al sea
states. Originally produced in 1975 by the Raytheon Company, the SPS-49 is a key part
of the combat system on many surface combatants of several navies of the world. It has
been extensively modified to provide better detection capabilities of both sea-skimming
and high-diving antiship missiles.

The SPS-49 performs accurate centroiding of target range, azimuth, amplitude, ECM
level background, and radial velocity with an associated confidence factor to produce ac-
curate target datafor the shipboard command and control system. Additionally, processed
and raw target data are provided for display consoles.

The AN/SPS-49 has several operational features to optimize radar performance, in-
cluding an automatic target detection capability with pulse-Doppl er processing and clutter
maps. Thishelps ensure reliable detection in both normal and severe clutter. A key feature
of the most recent version of the radar, the SPS-49A (V)1, is single-scan radial velocity
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estimation of all targets, allowing faster promotion to firm track and improved maneuver
detection.

The SPS-49 beamwidthsare 3.3° in azimuth and 11° in elevation. The narrow azimuth
beamwidth provides good resistance to jamming. The antennarotatesat either 6 or 12 rpm.
Theradar operatesin along-range or short-range mode. In the long-range mode, the radar
antenna rotates at 6 rpm. The radar can detect small fighter aircraft at ranges in excess of
225 nautical miles. In the short-range mode, the antennarotates at 12 rpm to maximize the
probability of detection of hostile low-flying aircraft and missiles and “pop-up” targets.
The MTI capability incorporated in the AN/SPS-49(V) radar enhances target detection
of low-flying, high-speed targets through the cancellation of ground/sea return (clutter),
weather, and similar stationary targets.

Three-Dimensional Search Figure 1-35 depicts a pencil beam antenna that provides
accuraterange, azimuth, and elevationinformation. A system using thisapproachistermed
athree-dimensional (3-D) search radar.

An example of 3-D search radar used by the U.S. Navy on surface ships, including
large amphibious ships and aircraft carriers, is the AN/SPS-48 produced by ITT Gilfillan
and shown in Figure 1-36. The antenna is the square planar array consisting of slotted
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FIGURE 1-35 =
Pencil beam
searching a volume
providing 3-D target
position.

FIGURE 1-36 =
AN/SPS-48 3-D
search radar
antenna. (Courtesy
of U.S. Navy.)
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FIGURE 1-37
AN/TPS-75 air
defense radar.
(Courtesy of
U.S. Air Force.)
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waveguide. The antennais fed at the lower left into the serpentine structure attached to
the planar array. This serpentine provides frequency sensitivity for scanning in elevation.

The SPS-48 scans in the azimuth plane at 15 rpm by mechanical scanning and in the
elevation plane by e ectronic (frequency) scanning. The large rectangular antenna on top
of the main antennais for the Identification, Friend, or Foe (IFF) system.

The SPS-48 operates in the S-band (2—4 GHZz) at an average rated power of 35 kW.
The radar scansin elevation (by frequency shifting,) up to 65 from the horizontal. It can
detect and automatically track targets from the radar horizon to 100,000 ft. Maximum
instrumented range of the SPS-48 is 220 nmi.

The SPS-48 istypically controlled by the shipboard combat system. It provides track
dataincluding range, azimuth, el evation, and speed to the combat system and to the display
system for action by the ships automated defense system and by the operators.

1.9.1.2 Air Defense Systems

The AN/TPS-75 air defense system used by the U.S. Air Forceis shown in Figure 1-37.
It has functionality similar to a multifunction 3-D search radar. It scans mechanically in
the azimuth direction and forms simultaneous receive beams stacked in elevation with
monopulse processing for elevation calculations. The long, narrow antenna shown at the
top of the square array is an antenna that interrogates the detected targets for an IFF
response. The IFF antenna angle is set back somewhat in azimuth angle so that the IFF
interrogation can occur shortly after target detection as the antenna rotates in azimuth.

The AN/MPQ-64 Sentinel shown in Figure 1-38 is an air defense radar used by the
U.S. Army and U.S. Marine Corps with similar functionality. Thisis an X-band coherent
(pulse-Doppler) system, using phase scanning in one plane and frequency scanning in the
other plane. The system detects, tracks, and identifies airborne threats.

1.9.1.3 Over-the-Horizon Search Radars

During the cold war, the United Stateswanted to detect ballistic missileactivity at very long
ranges. Whereasmany radar applicationsarelimitedto*line-of-sight” performance, ranges
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of several thousand miles were desired. OTH radars were developed for this application.
These radars take advantage of the refractive effect in the ionosphere to detect targets at
extremely long ranges, sometimes thousands of miles, around the earth. The ionospheric
refraction has the effect of reflecting the EM signal. The frequency dependence of this
effect is such that it is most effective in the HF band (3-30 MHZz). Given the desire for
areasonably narrow beamwidth, the antenna must be very large at such low frequencies,
typically thousands of feet long. Consequently, OTH antennas are often made up from
separate transmit and receive arrays of elementslocated on the ground. Figure 1-39 shows
an example of such a transmit array. Figure 1-40 depicts the operation of an over-the-
horizon system, showing the ray paths for two targets.

1.9.1.4 Ballistic Missile Defense (BMD) Radars

Radar systems can detect the presence of incoming intercontinental ballistic missiles
(ICBMs) thousands of kilometersaway. These systems must search alarge angular volume
(approaching ahemisphere) and detect and track very low-RCS, fast-moving targets. Once
detected, the incoming missile must be monitored to discriminate it from any debris and
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FIGURE 1-38 =
Photo of an
AN/MPQ-64
Sentinel air defense
radar. (Courtesy of
U.S. Army.)

FIGURE 1-39 =
Over-the-horizon
radar system—
Transmit array.
(Courtesy of U.S. Air
Force.)
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FIGURE 1-40 =
Over-the-horizon
radar concept.
(Courtesy of U.S. Air
Force.)

FIGURE 1-41 =
Pave Paws
(AN/FPS-115)
ballistic missile
defense radar.
(Courtesy of Missile
Defense Agency.)
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decoys from the warhead. This is accomplished with high-range resolution and Doppler
processing techniques that are well suited to radar. Examples of BMD radar systems are the
sea-based Cobra Judy system and X-Band (SBX) radar and the land-based Pave Paws and
Terminal High Altitude Air Defense (THAAD) AN/TPY-2 systems. Figure 1-41 shows the
Pave Paws (AN/FPS-115) system, featuring its two extremely large pencil beam phased
array antennas.

A newer system is the THAAD radar shown in Figure 1-42. It is an X-band coherent
active phased array system, with over 25,000 active array elements. As opposed to fixed-
location systems such as the AN/FPS-115, it is transportable so that it can be redeployed
as needed.
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1.9.1.5 Radar Seekers and Fire Control Radars

While many air-to-air and air-to-ground missile systems designed to attack threat targets
employ infrared sensors to detect the thermal (heat) signatures of these targets, there are
also missile systems that employ radars to detect and track the targets of interest. Radar
systems can operate at longer ranges and in atmospheric conditions (e.g., fog and rain)
that make infrared sensors ineffective.

Bistatic, semiactive seekers in the nose of a missile receive a reflected signal from a
target that isbeing “illuminated” with an RF signal transmitted from afire control radar on
a stand-off platform (e.g., aircraft, ship). Such systems require that the platform maintain
line of sight (LOS) to the target until it is engaged by the missile. Ship-based standard
missile(SM) and NATO Seaparrow AAW missilesareexamplesof such asemiactivemode.
The NATO Seasparrow requires a constant signal for homing. The Standard Missile does
not. It requires illumination only during the last few seconds of flight. Figure 1-43 shows
a Seasparrow being launched from a surface ship. Figure 1-44 shows a Navy Standard
Missile 2 Block I11A launching from a guided missile destroyer.
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FIGURE 1-42 =
Photograph of the
Terminal High
Altitude Air Defense
AN/TPY-2 radar.
(Courtesy of U.S.
Missile Defense
Agency.)

FIGURE 1-43 =
NATO Seasparrow
semiactive homing
AAW Missile.
(Courtesy of U.S.
Navy.)
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FIGURE 1-44 =
Navy Standard
Missile 2 Block IlIA
launching from a
guided missile
destroyer. (Courtesy
of U.S. Navy.)

FIGURE 1-45 =
AIM-7 Sparrow
semiactive air-to-air
missile. (Courtesy of
U.S. Air Force.)
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The AIM-7 missile shown in Figure 1-45 is a semiactive air-to-air missile used in
variety of airborne interceptors, including the U.S. Navy F-14, U.S. Air Force F-15 and
F-16, and the U.S. Marine Corps F/A-18 aircraft. The radar in the aircraft illuminates the
target as the missile is launched so that the seeker has a signal to which it can “home.”

An active radar seeker in the nose of a missile can perform a limited search func-
tion and track the target of interest in an autonomous mode, eliminating the requirement
of the platform to maintain LOS. This mode is often referred to as the fire-and-forget
mode. The helicopter-based Longbow FCR system shown in Figure 1-46 is an example of
such a system. The Longbow radar is mounted on an Apache helicopter above the main
rotor. The missile has its own internal radar seeker. The target is acquired, located, and
identified by the FCR, and target location information is sent to the missile. Once the

AIM-7M Sparrow

2 ){--:r) T
Rocket Guidance

Motor Radome
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missile is launched, the helicopter can descend into a protected posture while the missile
autonomously acquires and engages the target with its onboard radar seeker.

1.9.1.6 Instrumentation/Tracking Test Range Radars

Many defense department test rangesuseinstrumentation radarsto aidin testing events. For
example, missile testing at the White Sands Missile Rangein New Mexico and at the U.S.
Army MissileCommandinHuntsville, Alabama, requirethat thetarget dronesand missiles
be tracked by precision tracking radarsto aid in analyzing tests results and to provide for
range safety. Large antennas provide a narrow beamwidth to achieve accurate track data.
Long dwell times associated with these radars result in very high Doppler resolution
measurements yielding target motion resolution (TMR) datafor event timing analysis and
phase-derived range (PDR) data for exact relative range measurements. Figure 1-47 isa
photograph of an AN/MPQ-39 multiple-object tracking radar (MOTR), a C-band phased
array instrumentation radar used at test ranges such as White Sands Missile Range.
Many indoor and outdoor target RCS measurement ranges are designed to measure the
RCS of threat targets and provide inverse synthetic aperture radar (ISAR) images of such
targetsto train pattern-recognition-based target i dentification systems. Indoor RCS ranges
measure small targets, such as missiles and artillery rounds, as well as scale models of
threat vehicles and aircraft. Outdoor ranges measure the RCS characteristics of full-sized
targets such as tanks and aircraft. Figure 1-48ais an example of an outdoor ISAR range
located at the Georgia Tech Research Ingtitute (GTRI). Thetank ison alarge turntabl e that
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FIGURE 1-46 =
Apache Longbow
fire control radar and
active hellfire
missile. (Courtesy of
U.S. Army.)

FIGURE 1-47 =
AN/MPQ-39 C-band
phased array
instrumentation
radar. (Courtesy of
Lockheed Martin
Corporation. With
Permission.)
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FIGURE 1-48 =

(@) Turntable ISAR
range. View is from
behind the target,
looking past the
turntable to the
radar tower in the
background.

(b) Quick-look image
of a tank. (Photos
courtesy of the
Georgia Tech
Research Institute.
With permission.)
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isflush with the ground; accessto the turntable machinery isfrom behind the turntable. In
the distanceis atower that serves as a platform for an instrumentation radar. Figure 1-48b
shows a sample “quick look” 1SAR image.

1.9.1.7 Tracking, Fire Control, and Missile Support Radars

Ground-based, ship-based, and airborne tracking radars support fire control missions by
providing target position and vel ocity estimates so that an interceptor can position itself to
detect and track the target, either autonomously or in a semiactive mode as it approaches
the target. Early tracking radar systems could track only onetarget at atime. Tracking of
multiple targets simultaneously required multiple radars. Modern radar tracking systems
can track multiple targets using electronically scanning antennas while continuing to
perform the search function. Examples of such systems are the ship-based Aegis fire
control radar (AN/SPY-1), the ground-based Patriot air defense radar, and certain airborne
fire control radars commonly found in fighter-interceptor aircraft such as the MiG-29,
F-15, F-16, F-18, the Sukhoi SU-27 series, and the F-22 aircraft.

An aircraft fire-control radar system may include, in addition to the radar, another RF
or IR source to illuminate the target with RF energy or to locate the hostile aircraft by
searching for its heat signature. For example, a semiactive radar seeker in amissile can
homeonthetarget fromthereflectionsof itsown radar return signal or from theradar signal
fromthehostileaircraft radar system. Often, themore modern and sophi sticated fire control
systems include the capability to use the track data from other sources, such asland, sea,
or airborne radar systems such asthe Air Force E3A Sentry (AWACS) or Navy E2C AEW
system. Tracking and up-linking datato an airborneinterceptor in flight isanother mission
of afire control radar. The airborne interceptor may be guided solely by the tracking radar
or may have its own short-range radar onboard for the final phase of the engagement.

Some radars perform both the search and track functions simultaneously. Oneexample
of thistypeof radar isthe AN/SPQ-9A Surface Surveillanceand Tracking Radar, devel oped
by Northrop Grumman Norden Systems. The “Spook-9” is an X-band track-while-scan
radar used with the Mk-86 Gunfire Control system on certain surface combatants. The
latest model of the* Spook-9” isthe AN/SPQ-9B, designed primarily asan antiship missile
defenseradar. It is designed to detect hostile missiles asthey break the radar horizon even
in heavy clutter while at the same time provide simultaneous detection and tracking of
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surface targets. A mock-up of the back-to-back dotted array antenna is shown in Fig-
ure 1-49a. Figure 1-49b shows the protective radome aboard ship.

The AN/SPQ-9B scans the air and surface space near the horizon over 360 degrees
in azimuth at 30 rpm. Real-time signal and data processing permit detection, acquisition,
and simultaneous tracking of multiple targets.

The AN/SPQ-9B hasthree modesof operation: air, surface, and beacon. The AN/SPQ-
9B complements high-altitude surveillance radar in detecting missiles approaching just
above the sea surface. The antenna generates a 1 degree beam that, at a range of approxi-
mately 10 nautical miles, can detect missiles breaking the radar horizon at altitudes up to
500 feet.

1.9.1.8 Multifunction Radars

The advent of electronically scanned antennas using phased array antennatechnol ogy (de-
scribed in Chapter 9) enables radar systemsto interleave multiple functions. In particular,
search and independent track modes can be implemented using one radar. The AN/SPY-1
is an example of a phased array multifunction radar used on surface ships. Figure 1-50
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FIGURE 1-49 =
Photograph of an
AN/SPQ-9B
ship-based TWS
radar slotted line
antenna (a) and
protective radome
(b). (Courtesy of U.S.
Navy.)

FIGURE 1-50 =
USS Ticonderoga
CG-47 with the
AN/SPY-1 radar
installed. (Courtesy
of U.S. Navy.)
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FIGURE 1-51
AN/TPQ-36
Firefinder radar
system used for

weapons location.

(Courtesy of U.S.
Army.)
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shows the AN/SPY-1 mounted on the USS Ticonderoga, the first ship to have the Aegis
fire control system installed. The AN/SPY-1 is a major component of the Aegis system.
Two of the four antenna faces that are required to provide full 360 degree coverage are
visiblein thefigure.

1.9.1.9 Artillery Locating Radars

Another application of the multifunction radar is the artillery locating radar function.
Artillery locating radars are designed to search a volume just above the horizon to detect
artillery (e.g., mortar) rounds and track them. Based on a round’s calculated ballistic
trajectory, the system can then determine the location of the origin of the rounds. The
U.S. Army Firefinder radar systems (AN/TPQ-36 and AN/TPQ-37) are examples of such
radars. These are phased array systems employing electronically scanned antennas to
perform the search and track functions simultaneously for multiple targets. Figure 1-51
shows an AN/TPQ-36.

1.9.1.10 Target Identification Radars

Early radar systems could detect a target and determine its position if the signal-to-noise
ratio was sufficient. The result of a target detection was a “blip” on the display screen.
Littleinformation regarding the nature of the target was available. Modern radar systems
have the ability to produce more information about a given target than just its presence
and location. Several techniques are available to aid in discriminating the target from
clutter, classifying it as a particular target type (e.g., a wheeled vehicle such as a truck
vs. a tracked vehicle such as a tank) and even with some degree of success identifying
the target (e.g., a particular class of aircraft). These techniques include high-resolution
range profiles (Chapter 20), high-resolution cross-range imaging (Chapter 21), and high-
resolution Doppler analysis (Chapter 17).

1.9.2 Commercial Applications

1.9.2.1 Process Control Radars

Very short-range radars can be used to measure the fluid levels in enclosed tanks very
accurately or determine the “dryness’ of a product in a manufacturing process to provide
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feedback to the process controller. A typical system uses afairly high frequency such as
10 GHz and uses frequency modulated continuous wave (FMCW) techniques to measure
distance to the top of the fluid in atank. Figure 1-52ais an example of a noncontact fluid
level measuring radar that mounts through the top of atank, as shown in part (b) of the
figure.

1.9.2.2 Airport Surveillance Radars

Airport surveillance radars detect and track many commercial and general aviation planes
simultaneously. They aretypicaly 2-D systems as described previously, rotating mechan-
icaly in azimuth while using a wide elevation beamwidth to provide vertical coverage.
As the radar’s antenna beam makes its 360 degree scan and detects an aircraft target, the
target track fileisupdated and displayed to the operator. Often abeacon transponder on the
aircraft reports the flight number and atitude back to the surveillance radar. Figure 1-53
showsthe antenna of the ASR-9 air surveillance radar, acommon sight at most large U.S.
commercial airports.

1.9.2.3 Weather Radars

Government and news organi zations keep track of weather activities using radar in con-
junction with other weather station instruments. Modern Doppler weather radars measure
not only thereflectivity of precipitation throughout the radar’ sfield of view (FOV) but also
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FIGURE 1-52 =
Noncontact radar
fluid level sensor.

(@) Radar unit.

(b) Nustration of unit
mounted through
the top of a fluid
tank. (Courtesy of
Rosemount, Inc.
With permission.)

FIGURE 1-53 =
Antenna of the
ASR-9 airport
surveillance radar.
(Courtesy of
Northrop-Grumman
Corporation. With
permission.)
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FIGURE 1-54 = (a) Antenna tower for the WSR-88D (NEXRAD) radar. (b) Reflectivity image
of Hurricane Katrina. (U.S. Government images.)

the wind speeds (using Doppler techniques) and a measure of turbulence called the spec-
tral width. Indeed, Doppler weather radar images are ubiquitous on television, and their
basic features are widely understood by the general population. Some modern weather
radars can al so discriminate between rain and hail using polarization characteristics of the
precipitation echo, while others can detect wind shear and rotating atmospheric (tornado)
events using Doppler techniques.

In the United States, the primary operational network of weather radars used by the
National Weather Serviceisthe WSR-88D (“NEXRAD"). The antennatower for atypical
installation is shown in Figure 1-54a. The contiguous 48 states are covered by a network
of 159 systems. Figure 1-54b shows the reflectivity image of Hurricane Katrina from the
WSR-88D in New Orleans, Louisiana, on August 29, 2005, afew minutes before the radar
shut down.

A related use of radar is in radio-acoustic sounding systems (RASS), which can
measure thetemperature profile above the ground for several kilometersof altitude without
invading the atmosphere with anything more than an acoustic wave and aradar RF signal.
An acoustic wave is transmitted vertically. The acoustic wave causes compression of the
air, which creates local variations in the dielectric properties of the atmosphere. A radar
transmits pulsesin the same vertical direction. The dielectric variationsin the atmosphere
result in radar backscatter from which the Doppler shift, and thus the speed of the acoustic
wave can berecorded. Sincethe speed of soundisrelatedtoair temperature, thetemperature
profile can then beinferred. Figure 1-55 showsaRASS system |ocated at the AlaskaNorth
Slope site at Barrow, Alaska. The large central square horn is the radar profiler antenna.
The four surrounding circular sensors are the acoustic sources.

A very small equivalent radar cross section results from the acoustic disturbance.
Normally, this small RCS would not be detectable, except for two special features of the
combined system. Since the acoustic wave is spherical, and the radar wave is spherical,
thereisafocusing effect due to the fact that both the acoustic horns and the radar antenna
are at the center of the sphere. Also, the acoustic waveis designed to produce on the order
of 100 cycles at a particular wavelength. The radar frequency is chosen so that it has the
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same wavelength. This condition creates a constructive interference condition providing
alarger received signal.

1.9.2.4 Wake Vortex Detection Radars

Large aircraft in flight produce a significant wake vortex, or turbulence, behind them
in what might be otherwise laminar or still air. This vortex can persist for some time,
depending on the local atmospheric conditions, and can present a dangerous flight control
situationfor light aircraft landing or taking off immediately behind largeaircraft. Normally
a separation of aminute or so is sufficient for this wake turbulence to dissipate. In some
conditions, the wake turbulence persists for longer periods. Radars placed at the end of
arunway can sense this wake turbulence and warn an approaching aircraft about such
conditions.

1.9.2.5 Marine Navigation Radars

Radar systems can provide navigation information to aship’s captain. Shorelines, channel
buoys, marine hazards (above the water surface) and other marine traffic can easily be
detected at distances in excess of that required for safe passage of a ship, even in foul
weather. Such systems often employ anarrow antennaazimuth beamwidth (1 or 2 degrees)
and arelatively wide el evation beamwidth (10 degrees or more). The Canadian LN-66 and
U.S. AN/SPS-64 radars are examples of navigation radars for military ships. Figure 1-56
shows the display and control units of acommon commercial radar, the Furuno FAR2817
X-band radars.
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FIGURE 1-55 =
RASS system at
Barrow, Alaska. (U.S.
Government image.)

FIGURE 1-56 =
Control and display
units of Furuno
FAR2817

X-band marine radar
for small ships.
(Courtesy of Furuno.
With Permission.)
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FIGURE 1-57
Artist’s rendering of
the RADARSAT 2
satellite mapping
radar. (Courtesy of
Canadian Space
Agency.)
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1.9.2.6 Satellite Mapping Radars

Space-based radar systems have the advantage of an unobstructed overhead view of the
earth and objects on the earth’s surface. These systemstypically operate from satellitesin
low Earth orbit, which is on the order of 770 km atitude. Pulse compression waveforms
and synthetic aperture radar (SAR) techniques (described in Chapters 20 and 21) are used
to obtain good range and cross-range resolution.

Anexampleof asatellitemapping radar isthe Canadian RADARSAT 2 system, shown
in an artist’s rendering in Figure 1-57. The satellite was launched in December 2007.
Table 1-4 lists the resolution modes available in RADARSAT 2. Obtainable resolutions
range from 100 m for wide area imaging, down to 3 m for high-resolution imaging of
limited areas. Another series of space-based mapping radars are the Shuttle Imaging
Radars (SIR) A, B, and C, which operate at altitudes of about 250 km.

1.9.2.7 Police Speed Measuring Radars

Police speed measuring radars are simple CW radars that can measure the Doppler fre-
guency shift for atarget (vehicle) in the antennabeam. When the relative speed is derived
from the Doppler shift using equation (1.2) and is added to or subtracted from the speed

TABLE 1-4 = RADARSAT 2 Resolution Modes

Approximate Approximate

Nominal Resolution Incidence
Beam Mode Swath Width (Range) (Azimuth) Angle Polarization
Ultra-Fine 20 km 3m 3m 30°—40° . . .
Multi-Look Fine 50 km 8m 8m 30°-50° Selective Single Polarization
Fine Quad-Pol 25 km 12m 8m 20°—41° N
Standard Quad-Pol 25km 25m 8m 20°—41° Quadh-Polarization
Fine 50 km 8m 8m 30°-50°
Standard 100 km 25m 26m 20°—49°
Wide 150 km 30m 26m 20°—-45° Selective Polarization
ScanSAR Narrow 300 km 50m 50 m 20°—46°
ScanSAR Wide 500 km 100 m 100 m 20°—49°
Extended High 75 km 18m 26m 49°—60° ! N
Extended Low 170 km 40m 26m 10°—23° Single Polarization
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of the police cruiser, the absolute speed of the vehicle can be determined. The radars use
very low transmit power and simple signal detection and processing techniques, such that
they can be handheld, as shown in Figure 1-58.

1.9.2.8 Automotive Collision Avoidance Radars

Callision avoidance radars installed in automobiles are currently under development and
have been deployed in some models. These short-range systems usually employ an inex-
pensive antenna which may be electronically scanned and a millimeter-wave radar (e.g.,
Ka-band or W-band) to provide areasonably narrow azimuth beamwidth. There are chal-
lenges, however, in reducing the interpretations of nondangerous situations as dangerous,
thus employing braking or steering commands unnecessarily.

1.9.2.9 Ground Penetration Radars

A ground-penetrating radar (GPR) has alow carrier RF (usually L-band and below) that
can penetrate the ground (aswell as other surfaces) and detect diel ectric anomalies severa
feet deep. Almost any object that is buried will create a dielectric discontinuity with the
surrounding ground, resulting in areflection of thetransmitted wave. Extremely high-range
resolution (on the order of 2-3 cm or less) is important in such applications. The range
resolution is achieved by using very wide bandwidth. The challenge for these systemsis
designing an antenna system that has a high percentage bandwidth and efficiently couples
the EM waveinto the ground or other material. Common usesfor GPR include buried pipe
detection, gas leak location, buried land mine detection, tunnel detection, and concrete
evaluation and void detection in pavements.

Figure 1-59 showsavehi cular-towed system designed to | ocate voidsin concrete high-
ways. The resulting plot, shown in Figure 1-60, shows the void as well as the reinforcing
bars (rebar) used in the fabrication of the roadbed.

1.9.2.10 Radar Altimeters

Relatively simple FMCW radars are used to determine the height of an aircraft above
ground level (AGL), from nearly O feet to several thousand feet atitude. A strong ground
reflection will be received from the surface when the radar is pointed directly downward,
and the range of the ground will be the altitude of the radar/aircraft. Radar altimeters are
used in commercial aswell as military aircraft. Figure 1-61 is a Freeflight Systems TRA-
3000 radar altimeter, showing the flush-mounted antenna and the display unit. Thisisan
FMCW radar with about 100 MHz bandwidth, operating in the 4.2 to 4.4 GHz region. It
provides altitude accuracy of about 5 to 7%.
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FIGURE 1-58
Photograph of

a handheld,
single-antenna
police speed-timing
radar. (Courtesy of
Decatur Electronics.
With permission.)
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FIGURE 1-59 =

A ground-
penetrating system
designed to locate
voids in a concrete
highway. (Courtesy
of Geophysical
Survey Systems, Inc.
With permission.)

FIGURE 1-60 =

Plot showing
highway void as well
as the reinforcing
bars (rebar) used in
the fabrication of the
roadbed. (Courtesy
of Geophysical
Survey Systems, Inc.
With permission.)

FIGURE 1-61 =
Photograph of a
radar altimeter.
(Courtesy of
Freeflight Systems
Inc. With
permission.)
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JIEET] | ORGANIZATION OF THIS TEXT

This textbook is organized into four major parts. The first, consisting of Chapters 1-3,
introduces the basic concepts and terminology of radar systems and operation, without
many of the details. This part gives the reader an overview of the major issues in designing
and evaluating radar systems. The remaining parts provide more detailed information
about the elements of a radar system.
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Part 2, consisting of Chapters 4-8, is concerned with the phenomenology of radar
signals, including targets, clutter, Doppler shift, and atmospheric effects. Thispart provides
the information needed to model realistic radar signals and thus to understand how to
process them. Part 3 comprises Chapters 9-13 and represents the “hardware” section of
the radar system. These chapters describe the types and characteristics of typical modern
radar transmitters, receivers, antennas, and signal processors.

Chapters 14-21 comprisethefourth part, on radar signal processing. Beginningwith a
review of digital signal processing principles, this part of the book describesawide variety
of radar signal analysis and processing methods, ranging from basic threshold detection
through Doppler processing, tracking, and an introduction to imaging.

| | FURTHER READING

There are anumber of excellent introductory texts on radar systems and technology. The
most classic is Skalnik’s text [3], now in its third edition, which provides a primarily
gualitative overview of awide range of radar systems, technologies, and issues. Toomay
and Hannen [4] provide an introduction to a broad range of fundamental radar topics,
with supporting mathematics at a straightforward level. Kingsley and Quegan’s book [5]
isanother good radar survey. All of the preceding textbooks, like this one, provide sample
problemsto aid in understanding and applying the concepts. Stimson’stext [6] focuses on
airborne radars but is perhaps the best-illustrated book on radar. It provides an excellent
intuitive and visual discussion of many radar topics.

More advanced introductions are provided by Mahafza[7] and Peebles[8]. Mahafza
providesanumber of MATLAB scriptsto support the textbook topics. Peebles stext isthe
most advanced of those discussed here, providing very thorough coverage at an advanced
undergraduate or beginning graduate student level. Finally, Richards[9] providesasenior-
or graduate-level text that concentrates on the signal processing aspects of radar such as
Doppler processing, integration, detection, waveforms, and imaging. His text provides a
good basis for study of more advanced radar signal processing sources.

i | REFERENCES

[1] IEEE Aerospace & Electronic Systems Society, “|EEE Standard L etter Designationsfor Radar-
Frequency Bands’, | EEE Standard 521-2002, The Institute of Electrical and Electronics Engi-
neers, New York, 2003.

[2] IEEE Aerospace & Electronic Systems Society, “IEEE Standard Radar Definitions’, |IEEE
Standard 686-2008, Institute of Electrical and Electronics Engineers, New York, 2003.

[3] Skolnik, M.1., Introduction to Radar Systems, 3d ed., McGraw-Hill, New York, 2003.

[4] Toomay, J.C., and Hannen, PJ., Radar Principles for the Non-specialists, 3d ed., SciTech
Publishing, Raleigh, NC, 2004.

[5] Kingsley, S., and Quegan, S., Understanding Radar Systems, SciTech Publishing, Raleigh, NC,
1999.

[6] Stimson, G.W., Introductionto Airborne Radar, 2d ed., SciTech Publishing, Raleigh, NC, 1998.

[7] Mahafza, B.R., Radar Systems Analysis and Desigh Using MATLAB, Chapman and Hall/CRC,
Boca Raton, FL, 2000.

[8] PeeblesJr., PZ., Radar Principles, Wiley, New York, 1998.
[9] Richards, M.A., Fundamentals of Radar Sgnal Processing, McGraw-Hill, New York, 2005.

55



56 CHAPTER 1 |

Introduction and Radar Overview

| PROBLEMS

Find an expression for the range of atarget in kilometers (km) for areflected signal that returns
totheradar AT us after being transmitted.

Find the distance to aradar target (in meters) for the following round-trip delay times:
a 12 us

b. 120 us

c. 1.258ms

d. 650 us

Find the delay times associated with the following target distances:

a 1statute mile

b. 1km

c. 100 km
d. 250 statute miles

e. 20feet

Find the wavelength of the EM wave associated with the following carrier frequencies (in free
space):

325 MHz

1.2 GHz

2.85GHz

5.8 GHz

9.325 GHz

15.6 GHz

g. 345GHz

h. 94 GHz

Find the carrier frequency associated with the following wavelengths for an EM wave in free
space.

a linch

b. 0.35cm

-~ o 2 0 T o

c. 86mm
d. 90cm
e. 9.0cm
f. 1foot

. Theintensity of atransmitted EM wave at arange of 500 m from the radar is 0.04 W/m?. What

istheintensity at 2 km?

. How far from an antenna must one be positioned such that the wavefront whose source is

at your position is estimated to be planar at the antenna, for the following conditions, where
f is the carrier frequency, A is the wavelength in meters, and D is the antenna dimension in
meters:



10.

11.

12.

13.

14.

15.

16.

17.

1.13 | Problems

f A (meters) D (meters)
a 10 GHz - 1.0
b. - 0.1 1.0
C. 10 GHz - 0.1
d. 3GHz — 10
e 3GHz - 7.5

What is the approximate beamwidth in radians and in degrees for a circular aperture for each
of the caseslisted in problem 7?

Consider the specia case of an interferometer, which can be described as a 2-element phased
array antenna, consisting of two isotropic, in-phase, radiating elements separated by a dis-
tance d. Assume d is much greater than A, the wavelength of the transmitted EM wave. Show
that thefirst null off boresight in the far-field antenna pattern occursat angle® = A /2d radians.

The peak power of 200 kW radar is reduced by 3 dB. If its duty cycle is 1.0%, what is it
resulting average power in dBW?

Find an expression for aradar’s maximum unambiguous range in kilometersif theradar’s PRF
isx kHz.

A high-PRF radar has a pulse width of 1.0 s and a duty factor of 20%. What is this radar’'s
maximum unambiguous range?

Find the Doppler shift associated with thefoll owing target motions; wherev; isthetarget speed,
6 isthe angle of velocity vector relative to LOS from the radar to the target, and f is the radar
carrier frequency:

Vi 9 f
a 100 mph 0° 10 GHz
b. 330 m/s o 10 GHz
C. 15m/s o 10 GHz
d. 15m/s 45° 10 GHz
e 15m/s 45° 3GHz
f. 15m/s 60° 10 GHz

What is the maximum unambiguous Doppler shift that can be measured with a radar with a
PRI of 0.25 milliseconds?

What is the range resolution of aradar system having the following characteristics?
Pulse length Frequency

a 10us 9.4 GHz
b. 1.0 us 34.4 GHz
C. 0.1us 9.4 GHz
d. 0.01 us 9.4 GHz

Consider a 2-D search radar having an antenna that is 6.5 meters wide. If it is rotating (in
azimuth) at a constant rate of 0.8 radians per second, how long is a potential target in the 3 dB
beam if the operating frequency is 2.8 GHz?

Consider a police speed timing radar with a circular antenna of 6 inch diameter.
a. What is the approximate beamwidth (in degrees) for an operating frequency of 9.35 GHz?
b. What isthe approximate beamwidth (in degrees) for an operating frequency of 34.50 GHz?

c. What is the approximate diameter of the beam (in feet) at a distance of 0.25 miles for an
operating frequency of 9.35 GHz?

d. What is the approximate diameter of the beam (in feet) at a distance of 0.25 miles for an
operating frequency of 34.50 GHz?
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| INTRODUCTION

Asintroduced in Chapter 1, the three fundamental functions of radar systemsareto search
for and find (detect) targets, to track detected targets, and in some cases to develop an
image of the target. In all of these functions the radar performance is influenced by the
strength of the signal coming into the radar receiver from the target of interest and by the
strength of the signals that interfere with the target signal. In the special case of receiver
thermal noise being theinterfering signal, theratio of target signal to noise power iscalled
the signal-to-noise ratio (SNR); if the interference is from a clutter signal, then the ratio
is called signal-to-clutter ratio (SCR). Theratio of the target signal to the total interfering

signal isthe signa-to-interference ratio (SIR).
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In the search mode, the radar system is programmed to reposition the antennabeam in
agiven sequenceto“look” at each possible positionin spacefor atarget. If thesignal-plus-
noiseat any spatial position exceedstheinterference by asufficient margin, then adetection
ismade, and atarget is deemed to be at that position. In this sense, detection is a process
by which, for every possible target position, the signal (plus noise) iscompared with some
threshold level to determineif the signal islarge enough to be deemed atarget of interest.
The threshold level is set somewhat above the interference signal level. The probability
that a target will be detected depends on the probability that its signal will exceed the
threshold level. The detection process is discussed in more detail in Chapters 3 and 15,
and specia processing techniques designed to perform the detection process automatically
are discussed in Chapter 16.

In the tracking mode, the accuracy or precision with which a target is tracked also
depends on the SIR. The higher the SIR, the more accurate and precise the track will be.
Chapter 19 describes the tracking process and the rel ationship between tracking precision
and the SIR.

In theimaging mode, the SIR determines the fidelity of the image. More specificaly,
it determinesthe dynamic range of theimage—the ratio between the “ brightest” spotsand
the dimmest on the target. The SIR also determines to what extent fal se scatterers are seen
in the target image.

The equation the radar system designer or analyst uses to compute the SIR is the
radar range eguation (RRE). A relatively smple formula, or a family of formulas, the
RRE predicts the received power of the radar’s radio waves “reflected” ! from atarget and
the interfering noise power level and, when these are combined, the SNR. In addition, it
can be used to calculate the power received from surface and volumetric clutter, which,
depending on the radar application, can be considered to be a target or an interfering
signal. When the system application calls for detection of the clutter, the clutter signal
becomes the target. When the clutter signal is deemed to be an interfering signal, then
the SIR is determined by dividing the target signal by the clutter signal. Intentional or
unintentional signalsfrom asource of electromagnetic (EM) energy remote from the radar
can also congtitute aninterfering signal. A noise jammer, for example, will introduce noise
into the radar receiver through the antenna. The resulting SNR is the target signal power
divided by the sum of the noise contributions, including receiver thermal noise and jammer
noise. Communications signals and other sources of EM energy can also interfere with
the target signal. These remotely generated sources of EM energy are analyzed using
one-way analysis of the propagating signal. The one-way link equation can determine
the received signal resulting from a jammer, a beacon transponder, or a communications
system.

This chapter includes a discussion of several forms of the radar range equation, in-
cluding those most often used in predicting radar performance. It begins with forecast-
ing the power density at a distance R and extends to the two-way case for monostatic
radar for targets, surface clutter, and volumetric clutter. Then radar receiver thermal noise
power isdetermined, providing the SNR. Equivalent but specialized forms of the RRE are

1Chapter 6 shows that the signal illuminating a target induces currents on the target and that the target
reradiates these electromagnetic fields, some of which are directed toward the illuminating source. For
simplicity, this process is often termed reflection.



2.2 | Power Density at aDistance R

developed for a search radar and then for atracking radar. Initially, an idealized approach
is presented, limiting the introduction of terms to the ideal radar parameters. After the
basic RRE is derived, nonideal effects are introduced. Specifically, the component, prop-
agation, and signal processing losses are introduced, providing a more redlistic value for
the received target signal power.

| | POWER DENSITY AT A DISTANCE R

Although the radar range equation is not formally derived here from first principles, it is
informative to develop the equation heuristically in several steps. The total peak power
(watts) developed by the radar transmitter, Py, is applied to the antenna system. If the
antennahad an isotropic or omnidirectional radiation pattern, the power density Q; (watts
per square meter) at a distance R (meters) from the radiating antenna would be the total
power divided by the surface area of a sphere of radius R,

P

= — 21
47 R? (21)

Qi

as depicted in Figure 2-1.

Essentially all radar systems use an antennathat has a directional beam pattern rather
than an isotropic beam pattern. This meansthat the transmitted power is concentrated into
afiniteangular extent, usually having awidth of several degreesin both the azimuthal and
elevation planes. In this case, the power density at the center of the antennabeam patternis
higher than that from an i sotropi c antenna, because the transmit power isconcentrated onto
asmaller areaon the surface of the sphere, asdepicted in Figure 2-2. The power density in
the gray ellipse depicting the antenna beam isincreased from that of an isotropic antenna.
The ratio between the power density for alossess directional antenna and a hypothetical

Isotropic
Radiation Pattern

FIGURE 2-1
Power density at
range R from the
radar transmitter,
for an isotropic
(omnidirectional)
antenna.
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FIGURE 2-2
Power density at
range R given
transmit antenna
gain Gt.
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Directional Radiation Pattern

Radar

isotropic antenna is termed the directivity. The gain, G, of an antenna is the directivity
reduced by the losses the signal encounters asit travels from the input port to the point at
whichitis*“launched” into the atmosphere[1]. The subscript t is used to denote a transmit
antenna, so the transmit antennagain is G;. Given G;, the increased power density due to
use of adirectional antennais

PGt
Q= m (22)
| | RECEIVED POWER FROM A TARGET

Next, consider a radar “target” a range R, illuminated by the signa from a radiating
antenna. Theincident transmitted signal isreflected in avariety of directions, as depicted
in Figure 2-3. As described in Chapter 6, the incident radar signal induces time-varying
currents on thetarget so that the target now becomes a source of radio waves, part of which
will propagate back to the radar, appearing to be areflection of theilluminating signal. The
power reflected by the target back toward the radar, Py, iS expressed as the product of the
incident power density and a factor called the radar cross section (RCS) o of the target.
Theunitsfor RCS are square meters (m?). Theradar cross section of atarget isdetermined
by the physical size of the target, the shape of the target, and the materials from which
the target is made, particularly the outer surface.? The expression for the power reflected
back toward the radar, Py, from the target is

PthO’

Preil = Qio = 10 R2

(2.3)

2A more formal definition and additional discussion of RCS are given in Chapter 6.



2.3 | Received Power from a Target

_ Qo PGo

Qr=—ir=—Ltl
" 4zR®  (47)°R*

Radar

The signal reflected from the target propagates back toward the radar system over a distance
R so that the power density back at the radar receiver antenna, Q,, is

P

o= reﬂ2

47 R
Combining equations (2.3) and (2.4), the power density of the radio wave received back
at the radar receive antenna is given by
_ Qio _ P.Gio
" 47R? (4m)*R*
Notice that the radar-target range R appears in the denominator raised to the fourth power.
As an example of its significance, if the range from the radar to the target doubles, the
received power density of the reflected signal from a target decreases by a factor of 16
(12 dB) (ouch!).

The radar wave reflected from the target, which has propagated through a distance R
and results in the power density given by equation (2.5), is received (gathered) by a radar
receive antenna having an effective antenna area of A.. The power received, P, (watts)
from a target at range R at a receiving antenna of effective area of A, is found as the power
density at the antenna times the effective area of the antenna:

PG Aco
~ (4m)*R*
It is customary to replace the effective antenna area term A, with the value of receive
antenna gain G, that is produced by that area. Also, because of the effects of tapering and
losses, the effective area of an antenna is somewhat less than the physical area, A. As dis-
cussed in Chapter 9 as well as in many standard antenna texts such as [1], the relationship
between an antenna gain G and its effective area A, is given by

_ 4mrn. A _ 4w A,

G = I R (2.7)

(2.4)

Qr (2.5)

P, = 0Q,A, (2.6)
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where n, isthe antennaefficiency. Antennaefficiency isavalue between 0 and 1; however,
it is seldom below 0.5 and seldom above 0.8.

Solving (2.7) for Ae and substituting into eguation (2.6), the following expression for
the received power, P; results:

_ Pt GtGr)LZU

T (4n)RA (28)

In this expression,

P, isthe peak transmitted power in watts.

G; isthe gain of the transmit antenna.

G, isthe gain of the receive antenna.

A isthe carrier wavelength in meters.

o isthe mean® RCS of the target in square meters.
Risthe range from the radar to the target in meters.

Thisform isfound in many existing standard radar texts, including [2—6].

For many monostatic radar systems, particularly those using mechanically scanned
antennas, the transmit and receive antennas gains are the same, so in those cases the two
gain termsin (2.8) are replaced by G?. However, for bistatic systems and in many modern
radar systems, particularly those that employ electronically scanned antennas, the two
gains are generally different, in which case the preferred form of the radar range equation
isthat shownin (2.8), alowing for different values for transmit and receive gain.

For abistatic radar, onefor which the receive antennais not col ocated with the transmit
antenna, the range between the transmitter and target, R;, may be different from the range
between the target and the receiver, R, . In this case, the two different range values must
be independently specified, leading to the bistatic form of the equation

_ Pt Gt Gy A?otistatic
r (47.[)3 th er
Thoughinthefollowing discussionsthe monostatic form of theradar equationisdescribed,

asimilar bistatic form can be devel oped by separating therangetermsand using thebistatic
radar cross section, o pgatic, Of the target.

(2.9)

| | RECEIVER THERMAL NOISE

In the ideal case, the received target signal, which usually has a very small amplitude,
could be amplified by some arbitrarily large amount until it could be visible on a display
or within the dynamic range of an analog-to-digital converter (ADC). Unfortunately, as
discussed in Chapter 1 and in theintroduction to this chapter, thereisalwaysan interfering
signal described as having arandomly varying amplitude and phase, called noise, whichis
produced by several sources. Random noise can be found in the environment, mostly due

3Thetarget RCSis normally afluctuating value, so the mean valueis usually used to represent the RCS.
The radar equation therefore predicts a mean, or average, value of received power and, when noise is
taken into consideration, SNR.



2.4 | Receiver Thermal Noise

to solar effects. Noise entering the antenna comes from several sources. Cosmic noise, or
galactic noise, originates in outer space. It isasignificant contributor to the total noise at
frequencies below about 1 GHz but is a minor contributor above 1 GHz. Solar noise is
from the sun. The sun’s proximity makes it a significant contributor; however, its effect
isreduced by the antenna sidel obe gain, unless the antenna main beam is pointed directly
toward the sun. Even the ground is a source of noise, but not at as high alevel asthe sun,
and usually enters the receiver through antenna sidel obes.

In addition to antennanoise, thermally agitated random el ectron motionin the receiver
circuits generates a level of random noise with which the target signal must compete.
Though there are several sources of noise, the development of the radar range equation
in this chapter will assume that the internal noise in the receiver dominates the noise
level. This section presents the expected noise power due to the active circuitsin the radar
receiver. For target detection to occur, the target signal must exceed the noise signal and,
depending on the statistical nature of the target, sometimes by a significant margin before
the target can be detected with a high probability.

Thermal noise power is essentially uniformly distributed over all radar frequencies;
that is, its power spectral density is constant, or uniform. It is sometimes called “white”
noise. Only noise signals with frequencies within the range of frequencies capable of
being detected by the radar’s receiver will have any effect on radar performance. The
range of frequencies for which the radar is susceptible to noise signals is determined by
the receiver bandwidth, B. The thermal noise power adversely affecting radar performance
will therefore be proportional to B. The power, Py, of thethermal noisein theradar receiver
isgiven by [4]

P, = kTsB = kToFB (2.10)

where

k is Boltzmann's constant (1.38 x 10~22 watt-sec/K).
To isthe standard temperature (290 K).

Ts isthe system noise temperature (Ts = ToF).

B is the instantaneous receiver bandwidth in Hz.

F isthe noise figure of the receiver subsystem (unitless).

The noise figure, F, is an alternate method to describe the receiver noise to system tem-
perature, Ts. Itisimportant to note that noise figure is often given in dB; however, it must
be converted to linear units for use in equation (2.10).

As can be seen from (2.10), the noise power islinearly proportional to receiver band-
width. However, the receiver bandwidth cannot be made arbitrarily small to reduce noise
power without adversely affecting the target signal. As will be shown in Chapters 8 and
11, for asimple unmodul ated transmit signal, the bandwidth of the target’s signa in one
received pulse is approximated by the reciprocal of the pulse width, 7 (i.e.,, B~ 1/7). If
the receiver bandwidth is made smaller than the target signal bandwidth, the target power
is reduced, and range resolution suffers. If the receiver bandwidth is made larger than
the reciprocal of the pulse length, then the signal to noise ratio will suffer. The optimum
bandwidth depends on the specific shape of the receiver filter characteristics. In practice,
the optimum bandwidth is usually on the order of 1.2/, but the approximation of 1/t is
very often used.
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| | SIGNAL-TO-NOISE RATIO AND THE RADAR
RANGE EQUATION

When the received target signal power, P, isdivided by the noise power, Py, theresult is
called the signal-to-noise ratio. For a discrete target, thisis the ratio of equation (2.8) to
(2.10):

N PthGr)uZO'
" (47)3R*KToFB

Ultimately, the signal-to-interference ratio is what determines radar performance. Thein-
terference can befrom noise (receiver or jamming) or from clutter or other electromagnetic
interference from, for example, motors, generators, ignitions, or cell services. If the power
of the receiver thermal noiseis N, from clutter is C, and from jamming noise is J, then
the SIRis

NR (2.11)

B S
" N+C+1J

Although one of these interference sources usually dominates, reducing the SIR to the
signal power divided by the dominant interference power, SN, SC, or §J, a complete
calculation must be made in each caseto seeif this simplification applies.

SR (2.12)

| | MULTIPLE-PULSE EFFECTS

Seldom is a radar system required to detect a target on the basis of a single transmit-
ted pulse. Usually, several pulses are transmitted with the antenna beam pointed in the
direction of the (supposed) target. The received signals from these pulses are processed
to improve the ability to detect atarget in the presence of noise by performing coherent
or noncoherent integration (i.e., averaging; see Chapter 15). For example, many modern
radar systems perform spectral analysis (i.e., Doppler processing) to improve target detec-
tion performance in the presence of clutter. Doppler processing is equivalent to coherent
integration insofar as the improvement in SNR is concerned. This section describes the
effect of coherent integration on the SNR of the received signal, and how that effect is
reflected in the range equation.

Because the antennabeam has some angular width, asthe radar antennabeam scansin
angleit will be pointed at the target for more than the time it takes to transmit and receive
onepulse. Often the antennabeam is pointed i n afixed azimuth-el evation angular position,
while severd (typically on the order of 16 or 20) pulses are transmitted and received. In
this case, the integrated SIR isthe important factor in determining detection performance.
If coherent integration processing is employed, (i.e., both the amplitude and the phase
of the received signals are used in the processing so that the signal contributions can be
made to add in phase with one another), the SNR resulting from coherently integrating n,,
pulsesin white noise, SNR:(np), isnp times the single-pulse SNR, SNR(1):

NR:(Np) = np - NR(1) (2.13)
A more appropriate form of the RRE when n,, pulses are coherently combined is thus
P 2
NR(N) = OGN (2.14)

(47)® R*KToFB
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Thisform of the RRE isoften used to determine the SNR of asystem, knowing the number
of pulses coherently processed.

The process of coherent integration adds the received signal vectors (amplitude and
phase) from a sequence of pulses. For a stationary target using a stationary radar, the
vectors for a sequence of pulses would be in phase with one another to form the vector
sum and would add head to tail, as described in [4]. If, however, the radar or the target
were moving, the phase would be rotating, and the vector sum would be reduced, in some
casesto zero. The SNR may be more or less than that of a single vector, or even zero. To
ensure an improved SNR, the signal processor would haveto “derotate” the vectors before
summing. The fast Fourier transform (FFT) process essentially performs this derotation
process before adding the vectors. Each FFT filter output representsthe addition of several
vectors after derotating the vector a different amount for each filter.

Coherent processing uses the phase information when averaging data from multiple
pulses. It is also common to use noncoherent integration to improve the SNR. Nonco-
herent integration discards the phase of the individual echo samples, averaging only the
amplitude information. It is easier to perform noncoherent integration. In fact, displaying
the signa onto a persistent display whose brightness is proportional to signal amplitude
will provide noncoherent integration. Even if the display is not persistent, the operator’s
“eyememory” will provide some noncoherent integration. Theintegration gain that results
from noncoherent integration of n, pulses SNRy¢(n,) is harder to characterize than in the
coherent case but for many casesisat least /My, but lessthan np:

M5 - NR(D) < NRye(Np) < Ny - SNR(D) (2.15)

It is suggested in [4] that afactor of N%7 would be appropriate in many cases. Chapter 15
provides additional detail on noncoherent integration.

i | SUMMARY OF LOSSES

To this point, the radar equation has been presented in an idealized form; that is, no losses
have been assumed. Unfortunately, the received signal power is usualy lower than pre-
dicted if the analyst ignoresthe effects of signal loss. Atmospheric absorption, component
resistive losses, and nonideal signal processing conditions lead to less than ideal SNR
performance. This section summarizes the | osses most often encountered in radar systems
and presentsthe effect on SNR. Included arelosses dueto clear air, rain, component | osses,
beam scanning, straddling, and several signal processing techniques. It isimportant to re-
alize that the loss value, if used in the denominator of the RRE as previously suggested,
must bealinear (asopposed to dB) value greater than 1. Often, thelossvalues are specified
in dB notation. It is convenient to sum the losses in dB notation and finally to convert to
the linear value.
Equation (2.16) providesthetotal system lossterm

LS - LtLaLr Lsp (2.16)

where
Ls isthe system loss.
L; isthetransmit loss.
L, isthe atmospheric loss.
L, isthereceiver loss.
Ly isthe signal processing loss.
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As aresult of incorporating the losses into (2.14), the RRE becomes

(47 )3R4KToFBLs

The following sections describe the most common of these losses individually.

(2.17)

2.7.1 Transmit Loss

Theradar equation (2.14) is developed assuming that all of the transmit power is radiated
out an antenna having again G;. In fact, thereis some lossin the signal level asit travels
from the transmitter to the antenna, through waveguide or coaxial cable, and through
devices such as a circulator, directional coupler, or transmit/receive (T/R) switch. For
most conventional radar systems, the loss is on the order of 3 or 4 dB, depending on the
wavelength, length of transmission line, and what devices are included. For each specific
radar system, the individual losses must be accounted for. The best source of information
regarding the losses due to components is a catalog sheet or specification sheet from
the vendor for each of the devices. In addition to the total losses associated with each
component, there is some loss associated with connecting these components together.
Though the individual contributions are usually small, the total must be accounted for.
The actual loss associated with a given assembly may be more or less than that predicted.
If maximum values are used in the assumptions for loss, then the total loss will usually be
somewhat less than predicted. If average values are used in the prediction, then the actual
losswill be quite close to the prediction. It is necessary to measure the losses to determine
the actual value.

There is some loss between the input antenna port and the actua radiating antenna;
however, thisterm is usually included in the specified antenna gain value provided by the
antenna vendor. The analyst must determine if this term is included in the antenna gain
term and, if not, must include it in the loss calculations.

2.7.2 Atmospheric Loss

Chapter 4 provides a thorough discussion of the effects of propagation through the envi-
ronment on the SNR. The EM wave experiences attenuation in the atmosphere asit travels
from the radar to the target, and again asthe wave travelsfrom the target back to the radar.
Atmospheric loss is caused by interaction between the electromagnetic wave and oxygen
molecul esand water vapor in the atmosphere. Even clear air exhibits attenuation of the EM
wave. The effect of this attenuation generally increases with increased carrier frequency;
however, in the vicinity of regions in which the wave resonates with the water or oxy-
gen molecules, there are sharp peaks in the attenuation, with relative nulls between these
peaks. In addition, fog, rain, and snow in the atmosphere add to the attenuation caused by
clear air. These and other propagation effects (diffraction, refraction, and multipath) are
discussed in detail in Chapter 4.

Range-dependent |osses are normally expressed in units of dB/km. Also, the absorp-
tion values reported in the technical literature are normally expressed as one-way |oss.
For amonostatic radar system, since the signal has to travel through the same path twice,
two-way lossisrequired. Inthis case, the values reported need to be doubled on adB scale
(squared on a linear scale). For a bistatic radar, the signa travels through two different
paths on transmit and receive, so the one-way loss value is used for each path.
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Significant loss can be encountered as the signal propagates through the atmosphere.
For example, if the two-way loss through rain is 0.8 dB/km and the target is 10 km away,
then the rain-induced reduction in SNR is 8 dB compared with the SNR obtained in clear
air. The quantitative effect of such a reduction in SNR is discussed in Chapter 3, but to
provide a sense of the enormity of an 8 dB reduction in SNR, usually areduction of 3 dB
will produce noticeable system performance reduction.

2.7.3 Receive Loss

Component losses are also present in the path between the receive antenna terminal and
the radar receiver. As with the transmit losses, these are caused by receive transmission
line and components. In particular, waveguide and coaxial cable, the circulator, receiver
protection switches, and preselection filters contribute to this loss value if employed. As
with the transmit path, the specified receiver antenna gain may or may not include the
loss between the receive antenna and the receive antenna port. All losses up to the point
in the system at which the noise figure is specified must be considered. Again, the vendor
data provide maximum and average values, but actual measurements provide the best
information on these losses.

2.7.4 Signal Processing Loss

Most modern systems employ some form of multipulse processing that improves the
single-pulse SNR by the factor ny,, which isthe number of pulsesin acoherent processing
interval (CPl), often also called the dwell time. The effect of this processing gain is
included in the average power form of the RRE, developed in Section 2.10. If the single-
pulse, peak power form (Equation 2.11) is used, then typically again term isincluded in
the numerator of the RRE that assumes perfect coherent processing gain as was done in
equation (2.14). In either case, imperfections in signal processing that reduce this gain
are then accounted for by adding a signal processing loss term. Some examples of the
signal processing effects that contribute to system loss are beam scan loss, straddle loss
(sometimes called scalloping loss), automatic detection constant false alarm rate (CFAR)
loss, and mismatch loss. Each of these is described further in the following paragraphs.
The discussion describes the | osses associated with a pulsed system that implements afast
Fourier transform to determine the Doppler frequency of a detected target as described in
Chapter 17.

Beam shapeloss arises because the radar equation is devel oped using the peak antenna
gainsasif thetarget is at the center of the beam pattern for every pulse processed during
a CPl. In many system applications, such as a mechanically scanning search radar, the
target will at best be at the center of the beam pattern for only one of the pul ses processed
for a given dwell. If the CPI is defined as the time for which the antenna beam scansin
anglefrom the—3 dB point, through the center, to the other —3 dB point, the averagelossin
signal compared with the case in which the target is always at the beam peak for atypical
beam shapeis about 1.6 dB. Of course, the precise value depends on the particular shape
of the beam as well as the scan amount during a search dwell, so amore exact calculation
may be required.

Figure 2-4 depicts a scanning antenna beam, such that the beam scans in angle from
left toright. A target is depicted as ahelicopter, and five beam positions are shown. (Often
there would be more than five pulses for such a scan, but only five are shown here for
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FIGURE 2-4 =
Target signal loss
due to beam scan.
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clarity.) For the first pulse, the target is depicted at 2.8 dB below the beam peak, the second
at 0.6 dB, the third at nearly beam center (0.0 dB), the fourth at —0.3 dB, and the fifth
at —2.2 dB. An electronically scanned antenna beam will not scan continuously across
a target position during a CPI but will remain at a given fixed angle. In this case, the
beam shape loss will be constant during the CPI but on average will be the same as for a
mechanically scanning antenna during a search frame. Beam shape losses are discussed
in more detail in Chapter 9.

In a tracking mode, since the angular position of the target is known, the antenna beam
can be pointed directly at the target such that the target is in the center (or at least very
close to the center) of the beam for the entire CPI. If this is the case, the SNR for track
mode will not be degraded due to the beam shape loss.

The radar system is designed to search for targets in a given volume, defined by the
range of elevation and azimuth angles to be considered and the range of distances from the
nearest range of interest, Ry;p, to the farthest, Ry, Many modern systems also measure
the Doppler frequency exhibited by the target. The Doppler frequency can be measured
unambiguously from minus half the sample rate to plus half the sample rate. The sample
rate for a pulsed system is the pulse repetition frequency (PRF) so the Doppler can be
unambiguously determined from —PRF/2 to +PRF/2 hertz.

The system does not determine the range to the target as a continuous value from
Roin t0 Ryay, but rather it subdivides that range extent into contiguous range increments,
often called range cells or range bins. The size of any range bin is usually equal to the
range resolution of the system. For a simple unmodulated pulse, the range resolution, AR,
is AR = ct/2, where t is the pulse width in seconds, and c is the speed of light. For a
1 microsecond pulse, the range resolution is 150 meters. If the total range is from 1 km to
50 km, there are 327 150-meter range bins to consider.

Likewise, the Doppler frequency regime from —PRF/2 to +PRF/2 is divided into
contiguous Doppler bands by the action of the Doppler filters. The bandwidth of a Doppler
filter is on the order of the reciprocal of the dwell time. A 2 ms dwell will result in 500 Hz
filter bandwidth. The total number of Doppler filters is equal to the size of the FFT used
to produce the results. If analog circuits are used to develop the Doppler measurement,
then the number of filters is somewhat arbitrary.

Straddle loss arises because a target signal is not generally in the center of a range
bin or a Doppler filter. It may be that the centroid of the received target pulse/spectrum is
somewhere between two range bins and somewhere between two Doppler filters, reducing
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thetarget signal power in any onebin. Figure 2-5 depictsaseries of several Doppler filters,
ranging from —PRF/2 to +PRF/2 in frequency. Nonmoving clutter will appear between
filters 15 and 16, at 0 Hz (for a stationary radar). A target is depicted at a position in
frequency identified by the dashed vertical line such that it is not centered in any filter
but instead is “straddling” the two filters shown in the figure as solid lines. A similar
condition will occur in the range (time) dimension; that is, atarget signal will, in general,
appear between two range sample times. The worst-case loss due to range and Doppler
straddle depends on a number of sampling and resolution parameters but is usualy no
more than 3 dB each in range and Doppler. However, usually the average loss rather than
the worst case is considered when predicting the SNR. The loss experienced depends on
the extent to which successive bins overlap—that is, the depth of the dip between two
adjacent bins. Thus, straddle loss can be reduced by oversampling in range and Doppler,
which decreases the depth of the “scallop” between bins. Depending on these details, an
expected average loss of about 1 dB for range and 1 dB for Doppler is often reasonable. |f
the system parameters are known, amorerigorous analysis should be performed. Straddle
loss is analyzed in more detail in Chapters 14 and 17. As with the beam shape loss, in
the tracking mode the range and Doppler sampling can be adjusted so that the target is
centered in these bins, eliminating the straddle loss.

Most modern radar systems are designed to automatically detect the presence of a
target in the presence of interfering signal's, such as atmospheric and receiver noise, inten-
tional interference (jamming), unintentional interference (electromagnetic interference),
and clutter. Given the variability of the interfering signals, a CFAR processor might be
used to determine the presence of atarget. The processor compares the signal power for
each resolution cell with aloca average of the surrounding cells, which ostensibly con-
tain only interference signals. A threshold is established at some level (severa standard
deviations) above such an average to maintain a predicted average rate of false alarm.
If the interference level is constant and known, then an optimum threshold level can be
determined that will maintain a fixed probability of false alarm, Pza. However, because
theinterfering signal isvarying, theinterferencein the bin being tested for the presence of
a target may be higher than the mean in some region of the sample space and may be
lower than the mean in other regions. To avoid ahigh Pea in any region, the threshold will

7

FIGURE 2-5
Doppler filter bank,
showing a target
straddling two filters.
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have to be somewhat higher than the optimum setting. This means that the probability of
detection, Pp, will be somewhat lower than optimum. The consequence is that the SNR
for agiven Pp must be higher than that required for an optimum detector. Theincreasein
SNR required to meet the required Pp is considered to be aloss. Such alossin detection
performanceis called a CFAR loss and is on the order of 1 to 2 dB for most standard con-
ditions. Chapter 16 provides a compl ete discussion of the operation of a CFAR processor
and its attendant |osses.

For a pulse compression system, the matched filter condition is obtained only when
there is no Doppler frequency offset on the target signal or when the Doppler shift is
compensated in the processing. If neither of these isthe case, a Doppler mismatch lossis
usually experienced.

| | SOLVING FOR OTHER VARIABLES
2.8.1 Range as a Dependent Variable

An important analysis is to determine the detection range, Rye, a which a given tar-
get RCS can be detected with a given SNR. In this case, solving equation (2.17) for R
yields

1
P.GiGA%onp ]4 (2.18)

Roee = [(4n)3SNR KToFBLs

Inusing (2.18), one must bear in mind that some of thelossesin L (primarily atmospheric
attenuation) are range-dependent.

2.8.2 Solving for Minimum Detectable RCS

Another important analysis is to determine the minimum detectable radar cross section,
o min- Thiscalculationisbased on assuming that thereisaminimum SNR, SNRy, required
for reliable detection (see Chapter 15). Substituting SNRy,for SNR and solving (2.17) for
radar cross section yields

(47)% R*kToFBLs

- — SNR.
omin = NRnin =5 = &, 22,

(2.19)

Clearly, equation (2.17) could be solved for any of the variablesof interest. However, these
provided forms are most commonly used.

| | DECIBEL FORM OF THE RADAR
RANGE EQUATION

Many radar systems engineers use the previously presented algebraic form of the radar
equation, whichisgiveninlinear space. That is, the equation consists of aset of valuesthat
describe the radar parametersin watts, seconds, or meters, and the valuesin the numerator
aremultiplied and then divided by the product of the valuesin the denominator. Other radar
systems engineers prefer to convert each term to the dB value and to add the numerator
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termsand subtract the denominator terms, resulting in SNR being expressed directly in dB.
The use of thisform of theradar equation is based strictly on the preference of the analyst.
Many of thetermsin the SNR equation are naturally determined in dB notation, and many
are determined in linear space, so in either case some of the terms must be converted from
one space to the other. The terms that normally appear in dB notation are antenna gains,
RCS, noise figure, and system losses. It remains to convert the remaining values to dB
equivalents and then to proceed with the summations. Equation (2.20) demonstrates the
dB form of the RRE shown in equation (2.17)

SNR, [dB] = 10l0g,, (P,) + G; [dB] + G; [dB] + 20log,, (A) + o [dBsm]
+10l0g,5(Np) — 33 — 40l0g,, (R) — (—204) [dBW / Hz]
— F[dB] — 10l0g,, (B) [dBHZ] — L [dB] (2.20)

In the presentation in (2.20) the constant values (e.g., i, KTo) have been converted to the
dB equivalent. For instance, (47)3 ~ 1,984, and 10 10g,5(1,984) ~ 33dB. Sincethisterm
isin the denominator, it resultsin —33 dB in equation (2.20). The (—204) [dBW/HZ] term
resultsfrom the product of k and Ty. To use orders of magnitude that are more appropriate
for signal power and bandwidth intheradar receiver, thisisequivalent to—114 dBm/MHz.
Remembering this value makes it easy to modify the result for other noise temperatures,
the noise figure, and the bandwidth in MHz. In addition to the simplicity associated with
adding and subtracting, thedB form lendsitself morereadily to tabul ation and spreadsheet
analysis.

| | AVERAGE POWER FORM OF THE RADAR
RANGE EQUATION

Given that the radar usually transmits several pulses and processes the results of those
pulsesto detect atarget, an often used form of the radar range equation replaces the peak
power, number of pulses processed, and instantaneous bandwidth terms with average
power and dwell time. This form of the equation is applicable to all coherent multipulse
signal processing gain effects.

The average power, P4, form of the RRE can be obtained from the peak power, P;,
form with the following series of substitutions:

Tq = dwell time = np - PRI = n,/PRF (2.21)

where PRI is the interpulse period (time between transmit pulses), and PRF is the pulse
repetition frequency. Solving (2.21) for ny,

np =Ty - PRF (2.22)
Duty cycleisthefraction of a PRI during which the radar is transmitting:
Duty cycle= 7-PRF (2.23)
Combining equations (2.22) and (2.23) gives the average power,

Payg = Py - (duty cycle) = Py - (7 - PRF) (2.24)

73



74

CHAPTER 2 | TheRadar Range Equation

For a simple (unmodulated) pulse of width z, the optimum receiver bandwidth, B, is
B=1/t (2.29)

Combining (2.22), (2.24), and (2.25) and solving for P; gives
P = PagTaB/np (2.26)

Substituting P in (2.26) for P; in (2.17) gives

NR. = _
Re ( Np (47)3R*KToFLsB ~ (47) R4KT,FLs

Inthisform of the equation, the average power—dwell time terms provide the energy in the
processed waveform, whilethe kT F terms provide the noise energy. Assuming that all of
the conditionsrelated to the substitutions described in (2.21) through (2.25) are met—that
is, the system uses coherent integration or equivalent processing during the dwell time and
the receiver bandwidth is matched to the transmit bandwidth—the average power form
of the radar range equation provides some valuable insight for SNR. In particular, the
SNR for a system can be adjusted by changing the dwell time without requiring hardware
changes, except that the signal/data processor must be able to adapt to the longest dwell.
Often, for aradar inwhich nj, pulsesare coherently processed, the dwell time, Ty, iscalled
the coherent processing interval, CPI.

| | PULSE COMPRESSION: INTRAPULSE
MODULATION

The factor of N in equation (2.17) is a form of signa processing gain resulting from
coherent integration of multiple pulses. Signal processing gain can also arise from pro-
cessing pulses with intrapulse modul ation. Radar systems are sometimes required to pro-
duce a given probability of detection, which would require a given SNR, while at the
same time maintaining a specified range resolution. When using simple (unmodul ated)
pulses, the receiver bandwidth is inversely proportional to the pulse length z, as dis-
cussed earlier. Thus, increasing the pulse length will increase the SNR. However, range
resolution is also proportiona to 7, so the pulse must be kept short to meet range res-
olution requirements. A way to overcome this conflict is to maintain the average power
by transmitting a wide pulse while maintaining the range resolution by incorporating a
wide bandwidth in that pulse—wider than the reciprocal of the pulse width. This ex-
tended bandwidth can be achieved by incorporating modulation (phase or frequency)
within the pulse. Proper matched filtering of the received pulse is needed to achieve both
goas. The use of intrapulse modulated waveforms to achieve fine-range resolution while
maintaining high average power is called pulse compression and is discussed in detail in
Chapter 20.

The appropriate form of the radar range equation for a system using pulse compres-
sionis

NRye = NR, 78 (2.28)
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where

NR is the signal-to-noise ratio for a modulated (pulse compression) pulse.
NR, isthe signal-to-noise ratio for an unmodulated pulse.

7 isthe pulse length.

B isthe pulse modulation bandwidth.

Substituting (2.28) into (2.17) gives

= T
(47)% R4KToFBLs

SNRy (2.29)

Using (2.29) and the substitution developed in equation (2.26) for the average power form
of the radar range equation, the result is

(2.30)

c Nt / (47)% R*kToFBLs (47)% R4 ToFLs

This equation, which isidentical to (2.27), demonstrates that the average power form of
theradar range equation isappropriate for amodulated pul se system aswell asfor asimple
pulse system. Aswith the unmodulated pulse, appropriate use of the average power form
requires that coherent integration or equivalent processing is used during the dwell time
and that matched filtering is used in the receiver.

I | A GRAPHICAL EXAMPLE

Consider an example of a hypothetical radar system SNR analysisin tabular form and in
graphical form. Equation (2.27) isused to make the SNR; calculations. Consider aground-
or air-based radar system and two targets with the following characteristics:

Transmitter: 150 kilowatt peak power

Frequency: 9.4 GHz

Pulse width: 1.2 microseconds

PRF: 2 kilohertz

Antenna: 2.4 meter diameter circular antenna (An efficiency, n,
of 0.6 isto be used to determine antenna gain.)

Processing dwell time 18.3 milliseconds

Receiver noise figure: 25dB

Transmit losses: 3.1dB

Receive losses: 2.4dB

Signal processing losses: 3.2dB

Atmospheric losses: 0.16 dB/km (one way)

Target RCS: 0dBsm, —10 dBsm (1.0 and 0.1 m?)

Target range: 510 105 km

Itiscustomary to plot the SNR in dB as afunction of range from the minimum range
of interest to the maximum range of interest. Figure 2-6 is an example of a plot for two
target RCS values resulting from the given parameters. If it is assumed that the target is
reliably detected at an SNR of about 15 dB, then the 1 m? target will be detectableat arange
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FIGURE 2-6
Graphical solution
to radar range
equation.
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of approximately 65 km, whereas the 0.1 m? target will be detectable at approximately
52 km.

Once the formulas for this plotting example are developed in a spreadsheet program
such asMicrosoft Excel, thenitisrelatively easy to extend theanalysisto plotting probabil -
ity of detection (see Chapters 3 and 15) and tracking measurement precision (Chapter 19)
as functions of range, since these are dependent primarily on SNR and additional fixed
parameters.

| | CLUTTER AS THE TARGET

Though the intent is usually to detect a discrete target in the presence of noise and other
interference, thereareoften unintentional signal sreceived from other objectsintheantenna
beam. Unintentional signals can result from illuminating clutter, which can be on the
surface of the earth, either on land or sea, or in the atmosphere, such as rain and snow.
For surface clutter, the areailluminated by the radar antenna beam pattern, including the
sidel obes, determines the signal power. For atmospheric clutter, theilluminated volumeis
defined by the antennabeamwidths and the pulselength. The purpose of the radar equation
isto determinethetarget SIR, given that the interference is surface or atmospheric clutter.
In the case of either, the ratio is determined by dividing the target signal, S, by the clutter
signal, &, to produce the target-to-clutter ratio, SCR. The use of the RRE for the signal
resulting from clutter is summarized by substituting the RCS of the clutter cell into the
RRE in place of thetarget RCS. In many cases, all of thetermsin the radar equation cancel
except for the RCS (o or o) terms, resulting in

scrR=Z (2.31)
O¢
In some cases, as with aground mapping radar or weather radar, the intent isto detect
these abjects. In other cases, the intent isto detect discrete targetsin the presence of these
interfering signals. In either case, it is important to understand the signal received from
these “clutter” regions. Chapter 5 describes the characteristics and statistical behavior of
clutter in detail. A summary is provided here.
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Clutter Area (A,)

J (Grazing angle)

2.13.1 Surface Clutter

The radar cross section value for a surface clutter cell is determined from the average
reflectivity, o, of the particular clutter type, in square meters per unit area, times the area
of the clutter cell, A., illuminated by the radar:

Ocs = Aco’ (2.32)
where

o, 18 the surface clutter radar cross section.

A_ is the area of the illuminated (ground or sea surface) clutter cell (square meters).
oY is the surface backscatter coefficient (average reflectivity per unit area) (square
meters per square meter).

Chapter 5 provides the formula for the calculation of the clutter area A.. Figure 2-7
depicts the area of a clutter cell illuminated on the surface. The clutter consists of a
multitude of individual reflecting objects (e.g., rocks, grass, dirt mounds, twigs, branches),
often called scatterers. The resultant of the echo from these many scatterers is a single
net received signal back at the radar receiver.

2.13.2 Volume Clutter

The radar cross section value for volumetric clutter cell is determined from the average
reflectivity of the particular clutter type per unit volume, 7, times the volume of the clutter
cell, V¢, illuminated by the radar:

ooy = Ve (2.33)
where

o 18 the volume clutter radar cross section.

V. is the volume of the illuminated clutter cell (cubic meters).

n is the volumetric backscatter coefficient (average reflectivity per unit volume) (cubic
meters per cubic meter).

The volume, V,, of the cell illuminated by the radar is depicted in Figure 2-8. Chap-
ter 5 provides the formula for the calculation of the clutter volume V.. The clutter in
Figure 2-8 consists of a multitude of individual reflecting objects (e.g., rain, fog droplets).
The resultant echo from these many scatterers is again a single net received signal back
at the radar receiver.
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FIGURE 2-7 = Area
(surface) clutter.
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FIGURE 2-8 =
Volumetric
(atmospheric) clutter.
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|EET | ONE-WAY (LINK) EQUATION

To this point, the components of the interfering signals discussed have been receiver
thermal noise and clutter. In many defense-oriented radar applications, it is expected
that the radar system will encounter intentional jamming. Jamming signals are one of two
varieties: noise and false targets. The effect of noise jamming is to degrade the SIR of target
signals in the radar receiver to delay initial detection or to degrade tracking performance.
In many cases, intentional noise jamming is the most limiting interference. The intent of
false target jamming is to present so many target-like signals that the radar processor is
overloaded or to create false track files. In any case, the power received at the radar from a
jammer is required to determine its effect on radar performance. Since the signal from the
jammer to the radar has to propagate in only one direction, a simplification of the radar
equation for one-way propagation is valuable.

The first step is to determine the effective radiated power out of the jammer antenna,
and the power density at adistance, R;., from the jammer radiating antenna to the radar. The
jammer signal power density, Q ;, in watts per square meter at a distance (range) R from a
transmitting source can be determined using equation (2.1). Q; depends on the jammer’s
transmitted power, P;; the transmit path losses in the jammer equipment, L;; the range
from the jammer to the radar, R;,; the gain of the jammer transmitting antenna, G ;; and
the losses through the propagation medium, Lg,,. Usually, the antenna gain includes the
losses between the antenna input terminal and the antenna. The power density, Q ;, from
an isotropic radiating jammer source is the total power, reduced by losses and distributed
uniformly over the surface area of a sphere of radius R;,:

P;

R ¥ — 2.34
Qi 4w RZL; L, (23

The power density given in (2.33) is increased by the effects of a jammer antenna, which

concentrates the energy in a given direction. The power density, Q;, at the center of the
beam for a radiating source with an attached jammer antenna of gain, G;, is

PiG;

Q= —2> (2.35)
! 4nRIL,;L,
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The jammer antenna peak gain, G;, accounts for the fact the transmitted radio waves are
“focused” by the antennain a given direction, thus increasing the power density in that
direction.

Next, consider the radar receiving system at a distance, R, from the jammer to the
radar. Such areceiving system will have a directive antenna with an effective area of A
and will have receiver component losses, L. The total power received at the radar from
the jammer, Py, is

PiGjAe
A Rjzr LgLaly
Equation (2.36) istheone-way link equation. It isvery useful in predicting the performance
of aone-way system such as a communications system or, for aradar, ajammer.

Often, the antenna gain is known instead of the effective area. In this case, using
equation (2.7) the area can be replaced by

P = QjAc— (2.36)

G,iA2
Ao = (2.37)
4
which resultsin
PiGjGjA?
U Bt (2.38)

! ()’ RALyLal,

where G,; isthe gain of the radar antennain the direction of the jammer. Thisisimportant,
since the radar antennais not necessarily pointed directly at the jammer. In this case, the
main beam gain is not appropriate, but the sidelobe gain is. The sidelobes are not easily
determined until the antennaistested in a high-quality environment.

| | SEARCH FORM OF THE RADAR
RANGE EQUATION

Section 1.8.1 and Figure 1-29 depict a scanning antenna being used to scan a volume.
Analysis of such a system designed to search a given solid angular volume, 2, in agiven
search frame time, Ty, is often made easier by using the so-called search form of the
radar equation. The predominant figure of merit for such as system is the power-aperture
product of the system. This section derives and describes this form of the radar equation.

Thetotal time required to search avolume, Ti, is easily determined from the number
of beam positions required, M, multiplied by the dwell time required at each of these
positions, Ty:

Ts=M Ty (2.39)

The number of beam positions required is the solid angular volume to be searched, €2,
divided by the solid angular volume of the antenna beam, which is approximately the
product of the azimuth and elevation beamwidths*:

_ Q
6393

(2.40)

4There are (180/7)2 ~ 3,282.8 square degrees in a steradian.
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For acircular antennawith diameter, D, the estimated beamwidth is about 1.22). /D, and
the solid angle 65 - ¢3 isabout 1.51%2/D?. Thearea, A, of acircular antennais D?/4, and,
from equation (2.8) the effective antenna area, depending on the weighting function and
shape, is about 0.6 D?/4, leading to

03 - d3 ~ 1%/ A (242)
The antennagain, G, isrelated to the effective area by
G = 41 Ag/2? (2.42)
Using the previous substitutions into (2.17), it can be shown that the resulting SNR can
be expressed as
R = (Pangg)ﬁoFLs (%) (%) (2.43)

By substituting the minimum SNR required for reliable detection, SNRyin, for SNR and
arranging the terms differently, the equation can be repartitioned to place the “user” terms
on the right side and the system designer terms on the left side

Pange . R* Q
Lot = SR ( z ) (%) e

Since these modifications to the RRE are derived from equation (2.17), the assumptions
of coherent integration and matched filtering in the receiver apply.

This power-aperture formof the RRE providesaconvenient way to partition the salient
radar parameters (Payg, Ae, Ls, and F) given the requirement to search for atarget of RCS
o at range R over asolid angle volume 2 intime Tzs. Since it is derived from the average
power form of the basic RRE (2.17), it is applicable for any waveform, whether pulse
compression isused, and for any arbitrary length dwell time. It does assumethat the entire
radar resources are used for search; that is, if the system is a multifunction radar then a
loss must be included for the time the radar is in the track mode or is performing some
function other than search.

| | TRACK FORM OF THE RADAR
RANGE EQUATION

With modern radar technology rapidly evolving toward electronically scanned arrays
(ESAs, or phased arrays), with additional degrees of freedom, target tracking systems
can track multiple targets simultaneously. As with the search form of the radar equation,
analysis of a system designed to track multiple targets with a given precision is described
intermsof the power-aperture cubed, or, equivalently, the power-aperture-gain form of the
radar range equation. Thisvariationis also called the track form of the RRE. These forms
are used in cases in which the number of targets being tracked and the track precision or
the required SNR are known.

Recalling (2.7), the relationship between an antenna's gain, G, and its effective area,

Ae, IS

. 4 Ae

G 2

(2.45)
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The approximate beamwidth, 6gyy, of an antennain degreesis[7]
A
Opw (degrees) ~ 705 (2.46)

This equation can be applied in both azimuth and elevation by using the corresponding
beamwidth and antenna dimension. Since there are 180/7 degrees in a radian, this is
equivalent to

. A
Opw (radians) ~ 1'225 (2.47)

Of course, there is some variation in this estimate due to specific design parameters and
their effects, but this approximation serves as agood estimate. Also, the effective areafor
acircular antenna of diameter D is[1]
0.6 D?
Ry

For amore genera elliptical antenna, it is

(2.48)

~ 0.6 Dmajor Drinor

Ae 4
where Dyjor and Dpingr @re the major and minor axes of the ellipse, respectively.
From these equations, the solid angle beamwidth is approximately

(2.49)

Oy ~ —— 2.50
8w~ (2.50)

Asdescribed in Chapter 18, acommon expression for the estimated tracking noise with a
precision o4 (standard deviation of the tracking measurement noise) in one place is

o A Osw
*7 knv/2NR
where kq, is a tracking system parameter. Substituting (2.50) into (2.51) and solving for
SNR gives

(2.51)

N A2
8AkZ 07

Given a requirement to track N; targets, each at an update rate of r measurements per
second, the dwell time Ty per target is

\NR (2.52)

1
T4 =
TN

Finally, substituting equations (2.45), (2.52), and (2.53) into (2.17) and rearranging terms
gives

(2.53)

A2 . Paug Aga
8k20Z  4mr NyA2KToFLsR?

(2.54)

As with the search form of the RRE, the terms are arranged so that the “user” terms are
on the right and the “designer” terms are on the left, providing

MLsToF | 2 o -of COS® (Osean) '
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FIGURE 2-9 = Scan
loss versus angle for
an electronically
scanned antenna
beam.

CHAPTER 2 | TheRadar Range Equation

This form of the RRE shows that, given N; targets of RCS ¢ at range R to track, each at
rate r and with a precision oy, the power-aperture cubed of the radar becomes the salient
determinant of performance. Coherent integration and matched filtering are assumed, since
these developments are based on equation (2.17).

Equation (2.55) also introduces a cosing® term that has not been seen thus far. This
term accounts for the beam-broadening effect and the gain reduction that accompanies
the scanning of an electronically scanned antennato an angle of 0g4n from array normal.
To afirst order, the beamwidth increases as the beam is scanned away from array normal
by the cosine of the scan angle due to the reduced effective antenna along the beam-
pointing direction. The gain is also reduced by the cosine of the scan angle due to the
reduced effective antenna and by another cosine factor due to the off-axis gain reduction
in the individual element pattern, resulting in a net antenna gain reduction by a factor
of cos?(Asan). SNR is reduced by the product of the transmit and receive antenna gains,
thus squaring the reduction to a factor of cos*(6san). Therefore, to maintain a constant
angle precision, the radar sensitivity needs to increase by cos®(Asan): cos* due to gain
effects, and another cosine factor due to beam broadening. Thisterm is an approximation,
because the individual element pattern is not strictly a cosine function. However, it is a
good approximation, particularly at angles beyond about 30 degrees. Additiona details
on the effect of scanning on the gain and beamwidth of ESAs are given in Chapter 9.

Figure 2-9 is a plot of the loss associated with scanning an electronically scanned
beam. Because of the wider antenna beam and lower gain, the radar energy on target must
increase by this factor. Compared with atarget located broadside to the array, atarget at a
45 degree scan angle requires increased energy on the order of 7 dB to maintain the same
tracking precision; at 60 degrees, the required increase is 15 dB. These huge equivalent
losses can be overcome by the geometry of the problem or by changing the radar wave-
form at the larger scan angles. For example, once atarget isin track, it will be closeto the
antenna normal (for an airborne interceptor); for a fixed or ship-based system, the scan
loss is partidly offset by using longer dwell times at the wider scan angles. Also, for a
target in track, straddle losses are reduced because the target islikely to be near the center
of the beam and also to be nearly centered in the range and Doppler bins. Nonetheless, the
system parameters must be robust enough and the processor must be adaptable enough
to support shorter than average dwell times at near-normal scan angles to alow time for
longer dwells at the extreme angles to offset large scan losses.

16
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Occasionally, ancther form of the radar equation as it relates to atracking system is
encountered. Beginning with equation (2.17), repeated here for convenience,

"~ (47)% RAKToFBL,

(2.56)

making the substitution P,y = average power = P; - T - PRF and solving for Pag gives

NR (47)% R*kToFBLst PRF

Pag = 2.57
ag Gt Gr J)\,Z ( )

Substituting from equation (2.45) of the antenna gain gives

NR - 47 R*ToFLsPRF A2
Pog = 2.58
avg O’Ag ( )
or, rearranged,

PagAZ  SNR- 47 R*KToPRF (2.59)

LeFa2 o

Equation (2.59) is the power-aperture squared form of the radar range equation. Thisform
ismost useful when the required SNR isknown, whereas equation (2.55) is used when the
required tracking precision, oy, is known. The two forms (2.55) and (2.59) are equivalent
when the substituti ons associated with the rel ationshi p between antennadimensions, SNR,
and tracking precision are incorporated.

A final form, also sometimes encountered is found by replacing one of the A terms
on the left side of (2.59) with its equivalent in terms of gain,

GA?
A = e (2.60)

resulting in

) 2p4
PagAeG _ NR- (47)*R*kToPRF (261)
LsF o

which does not include wavelength, A. Clearly some of the terms are dependent on A, such
asL and F. Equation (2.61) is often called the power-aperture-gain form of the RRE.

| | SOME IMPLICATIONS OF THE RADAR
RANGE EQUATION

Now that the reader is somewhat familiar with the basic RRE, its use in evaluating radar
detection range performance can be explored.

2.17.1 Average Power and Dwell Time

Considering equation (2.27), the average power form of the RRE, it can be seen that for
agiven hardware configuration that “freezes’ the Py, G, A, F, and Ls, the dwell time,
Ty, can easily be changed without affecting the hardware design. This directly impacts
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the SNR. For example, doubling the dwell time increases the SNR by 3 dB. As Chapter 3
shows, this increase in SNR improves the detection statistics; that is, the probability of
detection, Pp, for agiven probability of false alarm, Pea, will improve.

For an electronically scanned antenna beam, the radar received signal power and
therefore the SNR degrade as the beam is scanned away from normal to the antenna
surface, as was seen in the context of equation (2.55) and Figure 2-9. This reduction
in SNR can be recovered by adapting the dwell time to the antenna beam position. For
example, whereas a mechanically scanned antenna beam might have a constant 2 msec
dwell time, for the radar system using an ESA of similar area, the dwell can be adaptable.
It might be 2 msec near normal (say, 0 to 30 degrees), 4 msec from 30 to 40 degrees scan
angle, and 8 msec from 40 to 45 degrees. Depending on the specific design characteristics
of the ESA, it might have lower losses than the mechanically scanned antenna system so
that the dwell times for the various angular beam positions could be less.

2.17.2 Target RCS Effects

Muchisbeing donetoday to reducetheradar cross section of radar targets, such asmissiles,
aircraft, land vehicles (tanks and trucks), and ships. The use of radar-absorbing material
and target shape modifications can produce a significantly lower RCS compared with
conventional designs. This technology is intended to make the target “invisible” to radar.
In fact, the change in radar detection range performance is subtle for modest changes in
target RCS. For example, if the RCS is reduced by 3 dB, the detection range decreases
by only about 16% to 84% of the baseline value. To reduce the effective radar detection
range performance by half, the RCS must be reduced by a factor of 16, or 12 dB. Thus,
an aggressive RCS reduction effort is required to create significant reductions in radar
detection range. Basic concepts of RCS reduction are introduced in Chapter 6.

| | FURTHER READING

Most standard radar textbooks have a section that develops the radar range equation using
similar yet different approaches. A somewhat more detailed approach to development of
the peak power form of the RRE can be found in Chapter 4 of Barton et al. [5], Difranco
and Rubin [8], and Sullivan [9]. A further discussion of the energy (average power) formis
foundinthesamereferences. Itissometimesappropriateto present theresultsof RRE anal-
ysisinatabular form. Oneformthat hasbeenin use sinceabout 1969 isthe Blake chart [4].
A more completediscussion of thevarioussourcesof system noiseispresentedin Chapter 4
of Blake[4]. A comprehensive discussion of the various RRE loss termsis also presented
in many of the aforementioned texts as well asin Nathanson [6] and Barton et al. [5].
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| PROBLEMS

Target received power: Using equation (2.8), determine the single-pulse received power level
from atarget for aradar system having the following characteristics:

Transmitter: 100 kilowatt peak
Freguency: 9.4 GHz
Antenna Gain: 32dB

Target RCS: 0dBsm

Target Range: 50 km

Using equation (2.10), determine the receiver noise power (in dBm) for a receiver having a
noise figure of 2.7 dB and an instantaneous bandwidth of 1 MHz.

Using equation (2.11), determine the single-pulse SNR for the target described in problem 1 if
the receiver has anoise figure of 2.7 dB and an instantaneous bandwidth of 1 MHz.

Ignoring any losses, using equation (2.8), determine the single-pul se received power level (in
dBm) for a 1 square meter target at a range of 36 km for radar systems with the following
characteristics.

P; (watts) G Freq
Radar a 25,000 36 dB 9.4 GHz
Radar b 250,000 31dB 9.4 GHz
Radar ¢ 250,000 31dB 2.8 GHz
Radar d 250,000 36 dB 9.4 GHz

Using equation (2.11), determinethe SNR for thefour conditions described in problem 4 for the
following noise-related characteristics. Bandwidth for both frequencies is 10 MHz, the noise
figurefor 9.4 GHz systemsis 3.2 dB, and the noise figure for the 2.8 GHz system is 2.7 dB.

Using equation (2.17), determine the four answers in problems 4 and 5 for the following loss
conditions:

Lix =2.1dB

Lx =4.3dB.

If atmospheric propagation losses of 0.12 dB per km (two-way) are also considered, determine
the resulting SNR valuesin problem 6.

If we desire the SNR in problem 7 to be the same as in problem 5, we can increase the
SNR in problem 7 by transmitting, receiving, and processing multiple pulses. Use equation
(2.14) to determine how many pulses we have to transmit to recover from the losses added in
problems 6 and 7. (Hint: instead of solving the problem from the beginning, merely determine
the relationship between the number of pulses transmitted and the SNR improvement.)
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9.

10.

11.

12.

13.

14.

15.
16.

17.
18.

19.

A radar system provides 18 dB SNR for atarget having an RCS of 1 square meter at arange of
50 km. Ignoring the effects of atmospheric propagation loss, using equation (2.18), determine
the range at which the SNR be 18 dB if the target RCS is reduced to:

a. 0.5 sguare meters.
b. 0.1 square meters.

A system has asingle-pulse SNR of 13 dB for a given target at a given range. Determine the
integrated SNR if 20 pulses are coherently processed.

A system SNR can be increased by extending the dwell time. If the original dwell time of a
system is 1.75 msec, what new dwell time is required to make up for the loss in target RCS
from 1 square meter to 0.1 square meters?

If the radar system in problem 1 is looking at surface clutter having a reflectivity value of
0% = —20 dB, dBm?/m?, if the area of the clutter cell is 400,000 square meters, what is the
clutter RCS and the resulting signal-to-clutter ratio (SCR)?

If the radar system in problem 1 is looking at volume clutter having a reflectivity value of
n = —70 dBm?/m?, if the volume of the clutter cell is 900,000,000 cubic meters, what is the
clutter RCS and the resulting SCR?

How much power is received by aradar receiver located 100 km from ajammer with the fol-
lowing characteristics? Assumethat the radar antennahas an effective areaof 1.2 square meters
and that the main beam is pointed in the direction of the jammer. Consider only atmospheric
attenuation, excluding the effects of, for example, component |oss. Provide the answer in terms
of watts and dBm (dB relative to a milliwatt.)

Jammer peak power 100 watts

Jammer antenna gain 15dB

Atmospheric loss 0.04 dB per km (one-way)

Radar average sidelobe level —30dB (relative to the main beam)

Using the answers from problems 2 and 14 what is the jammer-to-noise ratio (INR)?

If the receiver antennais not pointed directly at thejammer but a—30 dB sidelobeis, then what
would the answer to problem 14 be?

What would the resulting INR be for the sidelobe jamming signal ?

A search system being designed by an engineering staff has to search the following solid angle
volume in the stated amount of time:

Azimuth angle: 90 degrees
Elevation angle: 3 degrees
Full scan time: 1.2 seconds
Maximum range: 30 km
Target RCS: —10dBsm

What is the required power aperture product of the system if the system has the following
characteristics?

Noise figure: 25dB
System | osses: 6.7dB
Required SNR: 16 dB

For theradar systemin problem 18, if the antennahas an effective aperture of 1.6 square meters,
and the transmit duty cycleis 12%, what is the peak power required?
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| | INTRODUCTION

Though radar systems have many specific applications, radars perform three general func-
tions, with all the specific applications falling into one or more of these general functions.
The three primary functions are search, track, and image. The radar search mode implies
the process of target detection. Target tracking impliesthat the radar makes measurements
of the target state in range, azimuth angle, elevation angle, and Doppler frequency offset.
Thisisnot to exclude thefact that a search radar will perform target measurementsto pro-
vide acue for another sensor, for example, or that atrack radar will perform the detection
process.

Many tracking radar systemstrack a singletarget by continually pointing the antenna
beam at the target and controlling the antenna pointing angle and range measurement to
coincide with the target position. The tracking function is performed by a set of analog
circuits controlling the antenna and range servo. In many modern systems, though, the
tracking function is performed by processing a sequence of target state measurements
made by the tracking sensor (radar). These measurements are applied to a computer
algorithm that forms a target track file. The tracking algorithms, usually implemented in
software, develop an accurate state vector (position, velocity, and acceleration) for the
target, typicaly in a Cartesian coordinate system of North, East, and down. That state
estimate then becomes an integral part of a fire control system, directing a weapon or
cueing another sensor to the target state.

Once atarget is detected and in track, depending on the application for the radar, an
imaging mode may be implemented that devel ops high-resolution datain range, azimuth,
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elevation, and sometimes Doppler.! Thiswould support target classification, discrimina-
tion, and or identification functions. The present chapter isdesigned to provide the detailed
description of the radar processes associated with supporting the search and detect func-
tions. Sensor measurements are covered in Chapter 18, the track function is described in
Chapter 19, and the two-dimensional (2-D) imaging function is described in Chapters 20
and 21.

Some systems are designed to perform two or three of these tasks. One way to do this
is with multiple radar systems: one optimized for search and another for track. In many
cases, however, allowable space and prime power limitations do not alow for multiple
radar systems. If a single radar system has to perform both the search function and the
track function, then there is likely a compromise required in the design. The following
sections will show that some of the features of a good search radar will not be desirable
in agood track radar. These same features do not necessarily necessitate acompromisein
the imaging mode, however.

The single-pulse signal-to-noise ratio (SNR) can be predicted by exercising the peak
power form of the radar range equation (RRE). Seldom, if ever, isatarget detected on the
basis of asingle pulse. Usually thereis an opportunity to process severa pulses while the
antennabeamispointed at atarget. As presented in Chapter 2, thisleadsto the devel opment
of theaverage power form, or “energy” form, of the RRE, for which the SNR isdetermined
by average power and dwell time, Ty. In this case, the dwell time is the time it takes to
transmit (and receive) the n pulses used for detection. If these pul ses are processed coher-
ently using coherent integration or, more often, fast Fourier transform (FFT) processing,
the time duration is often called the coherent processing interval (CPI). “CPI” and “ dwell
time” are often used synonymously. Since not all radar systems are coherent, it is not nec-
essary that coherent processing is performed during aprocessing interval. The processing
may be noncoherent, or the resulting signal may simply be displayed on the radar display.

As an antenna beam is scanned in angle over a designated volume in search of a
target, the beam is often pointed in a given angular direction for a time that is longer
than the dwell time or CPI. An electronically scanned antenna (ESA) can be pointed at a
given angle for an arbitrary time, as determined (directed) by the resource management
algorithms implemented in the radar processor. A mechanically scanned antenna will be
pointed at a given angular point in space for the time it takes for the antenna beam to
scan one half-power beamwidth (63 or ¢3) when scanning at an angular rate of w radians
per second. It is not uncommon for the antenna to be pointed at a point for 10 CPIs, for
example. To differentiate the antenna scanning dwell time from the coherent processing
interval, the term antenna dwell time, T,q, to represent this time will be adopted.

The antenna dwell time for a mechanically scanned antennais found from

0
Tog = = (3.1)
w
and the number of CPIs, ncpy, that occur during that timeis
Tad 93
Nep) = — = —— 3.2
CPI Td a)Td ( )

1Radars whose primary function isimaging generally do not have search-and-track modes. Some new
systems combine imaging with detection and tracking of targets within the image.
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The CPI dwell time, Ty, depends on the radar pulse repetition frequency (PRF) or the
pulse repetition interval (PRI) and the number of pulsesin a CPl, n, and is given by

Ty = NPRI = (3.3)

n
PRF

To demonstrate by example, a mechanically scanned antenna with a beamwidth of
50 mrad (about 3 degrees) scanning at arate of 90 degrees per second (about 1.55 radians
per second) will produce an antenna dwell time, T,q, of about 33 milliseconds. If aradar
hasa 10 kHz PRF and transmits 32 pulsesfor a coherent processing interval, then the CPI,
or Tq4, is 3.2 milliseconds. There is an opportunity for up to 10 CPIsto be processed in a
single antenna dwell.

Dwell time, Ty, and CPI are terms that occur regularly in the literature, whereas the
term antennadwell time, Toq, doesnot. The use of the variable Tog providesaway to unam-
biguously differentiate between the antennadwell timeand asignal-processing dwell time.

This chapter discusses how aradar performs avolume search, given alimited instan-
taneous field of view determined by the antenna beamwidth; the fundamental anaysis
required to relate SNR to probability of detection, Pp, and probability of false alarm,
Pra; and the reasons for using more than one dwell time at each beam position. It will
be determined whether it is more efficient to dwell for multiple dwell periods or to use
extended dwell timeswithin aCPI for equivalent detection performance. Initially, receiver
thermal noise will represent the interfering signal. This will be followed by a discussion
of jamming noise and then clutter as the interfering signal.

| | SEARCH MODE FUNDAMENTALS

A searchradar isdesignedtolook for targetswhen and where thereisno apriori knowledge
of thetarget existence. It isdesigned to search for agiven target typein agiven solid angle
volume out to a given slant range in a specified amount of time. These parameters are
derived from the system application requirements. As an analogy, the situation is much
like a prison searchlight illuminating a prison yard, looking for prisoners trying to escape
over the fence. The light must scan the area in a time short enough that a prisoner can’t
run from the building to the fence and escape between searchlight scans. The following
several sectionswill devel op the methodol ogy to determine radar requirementsfor agiven
search requirement.

It is important to realize that use of an ESA beam (phased array) and a mechani-
cally scanned antenna beam lead to somewhat different search patterns. The mechanically
scanned beam scans in one angular dimension over some period of time. For a system
designed to search a full 360 degree azimuth sector, the antenna continually rotates in
one direction. Thisistypical of aground-based weather radar, an air traffic control radar,
and a ship-based volume search radar, searching for threats over a full hemisphere. For
a system that has to search alimited azimuth sector, such as a 90 degree sector centered
in a given direction, the antenna scans in one azimuth direction and at the end of the
designated sector will turn around to scan in the other direction. Thisistypical of an air-
borneinterceptor system, such asan F-15, F-18, or F-22 aircraft radar. A forward-looking
airborne commercia weather radar would have asimilar scan pattern. In any case, for the
mechanically scanned antennathe scanning motion iscontinuous and smoothly transitions
from one beam position to the next, as the radar system performs the detection process;
for an electronically scanned antenna, the beam positions will be changed incrementally.
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Many modern radar systems employ phased array antenna technology, providing an
ability to scan the antennabeam position electronically. An ESA beam can step incremen-
tally from one position to the next in discrete angular steps. Since there are no limits asso-
ciated with inertia, motor drives, or mechanical reliability, these time-sequential antenna
pointing positions do not need to be contiguous in space. In fact, they can be somewhat
arbitrary, dictated by the system requirements. For example, a radar using an ESA can
search avolume, and interleaved with the search function it can track one or more targets.
Thisistypical operation for aweapons locating radar such asthe U.S. Firefinder system,
which is designed to search avolume just above the horizon and to track detected artillery
and mortar rounds. Legacy Naval surface ship-tracking systems were designed to track
only onetarget, so if multipletargets had to be tracked, a separate tracking radar would be
necessary for each target. These systems are currently still in service; however, the next
generation of surface ships will have a phased array multifunction radar system, which
will reduce the number of radars on the superstructure.

3.2.1 Search Volume

A search radar is designed to search a solid angle volumewithin agiven time. The volume
may be as small as afew degree elevation sector over alimited (e.g., 90°) azimuth sector.
An example of a small search volume is the AN/TPQ-36 and AN/TPQ-37 Firefinder
radars. They are designed to search just above the horizon over a 90° azimuth sector,
looking for mortar and artillery rounds out to about 30 km range. If artillery rounds are
detected, then the radar tracks them long enough to estimate the point of launch so that
counterfire can be issued. The Firefinder is a phased array radar, so the search-and-track
functions are interleaved. The search function is not interrupted for long periods of time.
Another example of alimited search volume is a ship self-defense system, in which the
radar islooking for incoming cruise missilesover al azimuth angles but only at elevations
at or near the sea surface. The search volume for these relatively narrow elevation sectors
is often referred to as a search fence, referring to the general shape of the search pattern.

Some search radars are designed to search a much larger volume, up to a full hemi-
sphere (2 steradians of solid angle). This might be the case for radars searching for
incoming ballistic missiles or high-flying anti-ship missiles. In this case, it is expected
that the time allowed to complete a single complete search pattern would be longer than
that for a Firefinder-like or ship self-defense application.

3.2.2 Total Search Time

For anESA, thetotal framesearchtime, Tss, for agiven volumeisdetermined by the number
of beam-pointing positions, m, required to see the entire search volume contiguously
and by the antenna dwell time, Tq, required at each beam position to achieve the detection
range required:

Tfs = mTad (3.4)

The number of beam positions depends on the total solid angle to be searched, 2, and
the product of the azimuth and elevation beamwidths, 63 and ¢3. Assuming that the beam
positions are contiguous and not overlapping in angle:

Q

- 35
m 033 (39)
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Required Scan
Volume

For example, if the search volume is a sector covering 90° in azimuth and 4° in elevation
and the azimuth and elevation beamwidths are both 2°, then there will be 45 beam positions
in azimuth and 2 beam positions in elevation, resulting in 90 total beam positions. Fig-
ure 3-1 depicts a sequence of discrete beam positions designed to cover a specific scan
volume having two rows. Note that for clarity not every beam position is depicted.

Combining equations (3.4) and (3.5), the total frame scan time, T, is

Ip = % (3.6)
B¢

If the antenna beam dwells at each beam position for 10 msec, then the total scan time
for the 90 beam positions is 900 msec. This time ignores the time it takes for the beam to
move from one position to the next, which, for a modern electronically scanned antenna,
is usually short relative to the antenna dwell time. During the 10 msec antenna dwell time,
there might be several CPIs. For example, if the system has a PRF of 20 kHz and 40 pulses
are transmitted during a single CPI, then a single CPI, or T, would be 2 msec, and each
beam position would have five CPIs.

In this example, antenna beams would be spaced at the —3 dB point on the beam
(—6 dB round trip) which would produce a beamshape loss, or scalloping loss,> because
the target would not necessarily be at the peak of the beam at detection. One way to reduce
this loss is to reduce the beam spacing, thus increasing the number of beam positions.

For a mechanically scanned antenna, the scan rate is determined by the total angular
search time and the total angle required. The antenna dwell time can be no longer than
the time it takes the beam to scan past a given position and must be consistent with the
detection performance in the same way as for the ESA. If, for example, the 2° beam has
to be at each of the 45 beam positions for 10 msec, then the time for the beam to scan the
90 degree azimuth sector is 450 msec. The scan rate, w, would be 90 degrees per 450 msec,
or 200 degrees per second.

3.2.3 Phased Array Antenna Issues

When using an electronically scanned antenna for performing the search operation, the
beamwidth and gain change with scan angle.® This change in beamwidth and gain must
be considered in designing the search program. As the beam is scanned away from normal

2This effect is often called straddle loss in range and Doppler processing.

3See Chapter 9 for a more detailed discussion of these effects.
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to the plane of the aperture, the antenna gain reduces because of two effects. The first is
that the effective aperture (i.e., the projection of the antenna surface area in the direction
of the beam scan) is reduced by the cosine of the scan angle. For a modest scan of, say,
10 degrees, this effect is mild. However, for a 45 degree scan angle the cosine is 0.707,
resulting in again reduction of about 1.5 dB. For afixed dwell time, thisresultsin an SNR
reduction of 3 dB, because the gain is squared in the radar range equation.

The second effect that reduces the antenna gain is related to each of the radiating
elements in the antenna having its own beam pattern, which is at its peak broadside to
the aperture but falls off with scan angle. For small scan angles this again represents a
marginal reduction in gain, though for large scan angles it can be significant. This loss
adds to the effective aperture loss.

The conseguence of thisscan lossisthat the detection performancewill degrade asthe
scan angle increases. Target detection performance is usually required to be equally good
at all scan angles. If a system is designed such that it achieves the required performance
at the largest scan angle, where the losses are greatest, it will perform well beyond the
requirementsat asmall scan angle. Oneway to normalize performanceat all scan anglesis
to lengthen the processing time (dwell time) at |arge angles and to shorten it at small scan
angles to counteract the antenna gain variations. This is usually done in quantum steps.
For example, a system might have a dwell time of Ty at scan angles of 0 to 15 degrees,
2Ty at 15 to 30 degrees, and 4Ty at 30 to 45 degrees. The ESA technology alows this
adaptation. Mechanically scanned antennas do not experience this gain change with scan
angle, so they do not have to adapt the dwell time.

In the search mode, as described in Chapter 2, the beamshape loss usually has to be
accounted for since the target may be at any arbitrary angle in the beam when detectionis
attempted. In addition to the gain |l oss, the beamwidth widens asthe el ectronically scanned
beam is scanned away from normal due to the reduced effective aperture. This widening
partially offsetsthe effect of gainloss, becausethe beamshapelossisreduced. Thedesigner
can take advantage of this reduced loss by decreasing the dwell time at off-normal beam
positions or by increasing the antenna beam step size. Increasing the step size maintains
a constant beamshape loss. In the target tracking mode, the antenna beam can be pointed
directly at the target (or very close to the target), thus eliminating this beamshape | oss.

3.2.4 Search Regimens

Some radar systems have to perform multiple functions nearly simultaneously. This is
done by interleaving these functions at a high rate. A prime exampleisthe case in which
aradar hasto continue to search avolume while also tracking targets that have previously
been detected or that represent a threat. Though multifunction radars are becoming more
popular, the design for such a system represents a compromise compared with a system
that has to perform only a search function or only atrack function.

For example, longer wavelengths are favored for search radars, and shorter wave-
lengths are favored for track functions, as discussed in Chapter 2. As noted earlier, avail-
able space and prime power often do not alow for more than oneradar for all the required
functions. A fixed ground-based air defense system might have the resources to employ
multipleradars, but amobile artillery finding radar may not. The former system may have
a source of power from the national power grid, sufficient to operate both a search radar
and atracking radar. The latter system must be small and mobile and must run on asingle
60 kVA generator. As another example, a surface ship-based system might have several
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radars onboard, but aforward-looking airborne interceptor system has space for only one
radar.

With the technology improvements associated with electronically scanned antennas
(phased arrays), it is now more efficient to incorporate multiple interleaved functions in
a single radar system. Often, search and track functions are combined. There are two
distinctly different approaches to interleaving the search and track functions in a single
system: track-while-scan (TWS) and search-and-track.

3.2.4.1 Track-while-Scan

In the TWS mode, the antenna search protocol is established and never modified. When a
target is detected as the beam scans in the search volume, a track file is established. The
next time the antenna beam passes over this target, a new measurement is made, and its
track fileis updated. Asan example, a 2-D air surveillance radar antenna (as described in
Chapter 1) typically has a wide elevation beamwidth to provide coverage at al altitudes
but a narrow azimuth beamwidth. The antenna may rotate at 10 revolutions per minute
(RPM) as it searches a 360 degree azimuth sector. This means that the beam will be
pointed at any given azimuth direction once every 6 seconds, and the track file for agiven
target will be updated with new measurements at this time interval. Since the beam scan
sequence is not changed to accommodate detected targets, this technique does not require
the scanning agility of an electronically scanned antenna. Asthe beam continuesto search
the volume and more targets are detected, new track files are established for these targets
and are updated when the beam scans by them again. In this mode, an arbitrarily large
number of targets can be tracked (1,000 or more), limited only by the computer memory
and track filter throughput required. The TWS approach is used for air marshalling,* air
traffic control, and airport surveillance applications, among others. Many of these systems
use mechanically scanned antennas.

This approach provides an update rate that is adequate for benign nonthreatening
targets such as commercial aircraft, but not for immediately threatening targets such as
incoming missiles. An adaptive, more responsive interleaved search-and-track technique
for this situation is the search-and-track mode.

3.2.4.2 Search-and-Track

In the search-and-track mode, the radar sequencer (a computer control function often
called the resource manager) first establishes a search pattern designed to optimize the
search function according to the search parameters(e.g., search volume, search frametime,
prioritized sectors). If atarget is detected in the search volume, then some of the radar
resources are devoted to tracking this target. For instance, some percentage of the dwells
each second might be assigned to target track updates. Modern search-and-track systems
use an antenna beam that is electronically scanned, because the beam must be capable
of being moved rapidly between arbitrary positions to optimize the tracking mode. Some
legacy airborne interceptor systems used the search-and-track technique with a mechani-
cally scanned antenna, but the time required for repositioning from the search mode to a
target track position greatly extended the total search time. Asasimple example, consider
aradar searching avolume defined as a 90 degree azimuth sector and a4 degree elevation

4The U.S. Navy has a requirement to monitor and control aircraft in the vicinity of an aircraft carrier.
This procedure is termed marshalling.
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sector. When atarget is detected, the resource manager allocates whatever resources are
required, based on, for example, target size, distance, or speed, for a high-quality track.
Assume the resource manager devotes 5% of the dwellsto providing measurementsto the
track algorithm for that target. Thus, 95% of the radar resources are left to continue the
search, therefore increasing the search time somewhat. If another target is subsequently
detected, another 5% of the resources may be devoted to tracking this second target, leav-
ing 90% of the original radar dwells for searching and further increasing the search time.
If 10 targets are being tracked, each using 5% of the radar resources, only 50% of the
resources are left to continue the search. In this case, the search frame time will double
compared with the original frame time.

This example makes it clear that in the search-and-track protocol, there is alimit to
the number of targets that can be tracked simultaneously before there remain too few of
the radar resources to continue an effective search. If the search frame time becomes too
long, then targets of interest may get through the angular positions being searched between
scans. Algorithms are devel oped in the system software to manage the radar resources to
strike an appropriate balance between the search frame time and the number of target
tracks maintained.

Some systems combine both search-and-track and track-while-scan functions. The
rationalefor thisisasfollows. The frequent updates and agility of a search-and-track sys-
tem are required to accurately track targets that represent short-term threats and may have
high dynamics (vel ocities and accel erations). Examples of such targets include incoming
threats such as anti-ship missiles, fast and low radar cross section (RCS) targets, low
altitude cruise missiles, and enemy artillery such as mortars and rockets. Radar systems
designed to detect and track such targets are able to detect low RCS targets at long range
inthe presence of high RCSclutter. They also typically perform target identification func-
tions by analyzing thetarget amplitude and Doppler characteristics. Such asystemislikely
to be amedium PRF pulse-Doppler radar and is therefore subject to the range ambiguities.
That is, along-distance low RCS target may be competing with close-in high RCS clutter.

If atarget isdetected and confirmed or qualified to beatruetarget (asopposedto afalse
alarm), then the target identification process is initiated. If the target is determined to be
athreat rather than benign, atrack fileisinitiated. Thistrack initiation process consumes
time for each target detected. Due to the detection range of these radar systems, target
detections can occur not only for potential threat targets but al so for nonthreatening targets
such as friendly ground-moving vehicles and helicopters and aso for birds, insects, and
even turbulent air. Insects and turbulent air will be detected only at short range; however,
for arange-ambiguous medium PRF system, asmall target that isapparently at closerange
may be misinterpreted as atrue threat target at alonger range. The topic of second-time-
around targets, or range ambiguities, is introduced in Chapter 1 and further expanded in
Chapters 12 and 17. Chapter 17 describes a technique using multiple CPIs with staggered
PRFs within a given antenna dwell to resolve the range and Doppler ambiguities.

There may be many such detectionsin asingle search scan, consuming alargefraction
of the radar timeline in the target qualification process. For example, if it takes 100 msec
to qualify atarget and there are 100 potential target detections in a scan, then the radar
will consume the next 10 seconds qualifying targets. Once the “ uninteresting” targets are
identified, they must still be continually tracked, or else they will be detected again on
subsequent scansand haveto be qualified repeatedly. However, ahigh-precisiontrack isnot
required for these “ nuisance” targets. Consequently, atrack-while-scan mode can be used
to maintain tracks on these targets without consuming large amounts of radar resources.
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| | OVERVIEW OF DETECTION FUNDAMENTALS
3.3.1 Overview of the Threshold Detection Concept

The concept of detection of atarget involves deciding, for each azimuth/elevation beam
position, whether a target of interest exists in antenna beam. The technique may be as
simple as an operator looking at a display and deciding if a given area of the display is
“bright” enough relative to the surrounding background to be atarget of interest. In most
modern radar systems, detection is performed automatically in the signal/data processor.
It is accomplished by establishing a threshold signal level (voltage) on the basis of the
current interference (e.g., external noise, clutter, internal receiver thermal noise) voltage
and then by deciding on the presence of atarget by comparing the signal level in every
cell with that threshold. If the signal level exceeds the threshold, then the presence of a
target is declared. If the signal does not exceed the threshold, then no target is declared.
This concept is shown in Figure 3-2. The detection in bin #50 may in fact be from atarget,
or it may be alarge noise spike, creating afalse alarm.

Thedetection processisperformed onthereceived signal after whatever processingthe
signal experiences. It may be that a decision is made on the basis of a single transmitted
pulse, though this is rare. More often, several pulses are transmitted, and the resulting
received signal is integrated or processed in some way to improve the SNR compared
with the single-pulse case. In any case, to detect the target signal with some reasonable
probability and to reject noise, the signal must belarger than the noise. Later in thischapter
the relationship between SNR and Pp will be explored.

If the interference is known to consist only of thermal noise in the receiver, then the
receiver gains can be set such that the noise voltage will be at aknown level. The detection
threshold can then be set at afixed voltage, far enough above that noise level to keep the
probability of afalse alarm (threshold crossing due to noise alone) at an acceptably low
level. However, theinterferenceis seldom thiswell known. In many radarstheinterference
consists not only of receiver noise but also of clutter and noise jamming. Theinterference
dueto jamming and clutter will be quite variable asafunction of range, angle, and Doppler
cellsin the vicinity of atarget. Consequently, the interference level can vary by many dB
during operation so that afixed threshold level isnot feasible. Particularly inmodernradars,
the threshold is often adaptive, automatically adjusting to the local interference level to
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result in aconstant false alarm rate (CFAR). The target signal, when present, must exceed
the threshold to be detected. Details of CFAR processing are described in Chapter 16.

The description so far is of detection on the basis of amplitude alone; the amplitude
of the target signal must exceed the threshol d voltage determined by the interfering signal
by a sufficient amount. A more severe case exists when the dominant source is clutter
and especialy if its amplitude exceeds that of the target signal. In this case, spectral
signal processing is often employed (moving target indication [MTI] or pulse-Doppler
processing) to reduce the clutter level below that of the target signal. In cases where the
dominant interference is jamming and its level exceeds that of the target, often angle-
of-arrival processing (e.g., sidelobe cancellation, adaptive beamforming) may be used.
Systems suffering significant clutter and jamming interference may use a combination of
both, called space-time adaptive processing (STAP). The detection processis performed
on the output of such processors. General signal processing techniques are described in
Chapter 14, and Doppler processing is described in Chapter 17.

The radar user is usually most interested in knowing (or specifying) the probability
of detecting a given target, Pp, and the probability of afalse alarm, Pra, caused by noise.
This chapter introduces the process for developing the relationship among Pp, Pea, and
SNR. Curves describing these relationships are often called receiver operating curves or
receiver operating characteristics (ROCs).

The intent of the remainder of this chapter is to build an understanding of the issues
associated with detecting a desired target in the presence of unavoidable interfering sig-
nals. The primary emphasis will be on the simplest case of a nonfluctuating target signal
and noise-like (i.e., Rayleigh-distributed) interference, though some extensions will be
mentioned. Chapter 15 extends the topic of detection to include the effects of the Swerling
fluctuating target models, and Chapter 16 describes the implementation and performance
of systems that use CFAR techniques to set the threshold level adaptively.

3.3.2 Probabilities of False Alarm and Detection

The noise at the receiver output is a randomly varying voltage. Because of the effect
of multiple scatterers constructively and destructively interfering with each other, most
targets of interest also present echo voltages that vary randomly from pulse to pulse, from
dwell to dwell, or from scan to scan, as described in Chapters 6 and 7. However, even if
the target is modeled as a constant echo voltage, the output voltage of the receiver when
atarget is present is the complex (amplitude and phase) combination of the target echo
and noise, so it still varies randomly. Therefore, the process of detecting the presence of
a target on the basis of the signal voltage is a statistical process, with a probability of
detection, Pp, usually less than unity, and some probability of false alarm, Pea, usualy
greater than zero.

The fluctuating noise and target-plus-noise voltages, v, are characterized in terms
of their probability density functions (PDFs), p,(v), which are functions describing the
relative likelihood that a random variable will take on various values. For example, the
Gaussian or normal PDF in Figure 3-3 shows that the voltage, v, can take on positive and
negative values with equal likelihood, can range from large negative to large positive
values, but ismore likely to take on values near zero than larger values. The likelihood of
taking on values outside of the range of about —2 to +2 is quite small in this example.

Probability density functions are used to compute probabilities. For example, the
probability that the random variable, v, exceeds somethreshold voltage, V; (ahypothetical
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value of 1 for V; isindicated in Figure 3-3), isthe area under the PDF in the region where
v > V, whichis

Probability(v > Vi} = / 0, (v) dv 3.7)
Vi

To apply this equation to determine the Pea for agiven threshold voltage, supposethe
PDF of the noise voltage is denoted as p; (v). A voltage threshold, V, is established at
some level sufficiently above the mean value of the noise voltage to limit false alarms to
an acceptable rate. The false alarm probability, Pea, istheintegral of the noise probability
density function from the threshold voltage to positive infinity:

Pea= [ pi(v)dv (3.8)
/

By increasing or decreasing the threshold level, V;, Psa can be decreased or increased.
Thus, Pra can be set at any desired level by proper choice of V. Determining the required
threshold voltage requires solving (3.8) for V;, given the desired Pea. This processwill be
described in Section 3.3.3.

Once the threshold is established on the basis of the noise PDF and desired Pga, the
probability of detecting atarget depends on the PDF of the signal-plus-noisevoltage, ps.i,
which depends on the fluctuation statistics of both the noise and the target signals as well
ason the SNR. Thetarget detection probability, Pp, istheintegral of the signal-plus-noise
PDF from the threshold voltage to positive infinity:

Po = [ psyi(v)dv (3.9
/

3.3.3 Noise PDF and False Alarms

As described already, in the absence of any target signal there is an opportunity for an
interfering noise voltage to be interpreted as a target signal. A false detection of such

97

FIGURE 3-3
Gaussian PDF for a
voltage, v.



98

CHAPTER 3 | Radar Search and Overview of Detection in Interference

a noise signal, caused by the noise voltage exceeding the voltage threshold, is called a
false alarm. The fraction of the detection tests in which afalse alarm occursis called the
probability of false darm, Pea. To analytically determine the probability of false aarm
for a given noise amplitude and threshold voltage, the PDF of the noise must be known.
This requires an understanding of the noise statistics and detector design.

Whereas noncoherent radar systems detect only the amplitude of the received signal,
most modern radar systems are coherent and process the received signal as a vector with
amplitude, v, and signal phase, ¢. The most common detector circuit is a synchronous
detector that develops the in-phase (1) component of the vector and the quadrature (Q)
phase component. Even in more modern systems in which the signal is sampled at the
intermediate frequency (IF) with asingle analog-to-digital converter (ADC), an algorithm
implemented in the system firmware constructs the | and Q components of the signal for
processing. A description of the direct sampling approach is given in Chapter 11.

When the interfering signal is thermal noise, each of these signals is a normally
distributed random voltage with zero mean [2]. The signal amplitude, v, isfound as

v=112+ Q2 (3.10)

Equation (3.10) isreferred to asalinear detector, and the amplitude signal, r, is often
called theradar video signal. It can be shown that when the | and Q signals are zero mean
Gaussian (i.e., normal) voltages as previously described, the resulting noise amplitude is
distributed according to the Rayleigh PDF [1]. In some systems the square root function
isleft out of equation (3.10), resulting in a square-law detector. In some legacy systems,
mostly noncoherent ground mapping radars, the detected signal amplitude is processed
by alogarithmic amplifier. In this case the detector is called alog detector, and the output
is sometimes called log-video. Log detectors were used to compress the wide dynamic
range of the received signals to match the limited dynamic range of the display. Neither
log nor square law detectors are as popular asthelinear detector in modern radar systems.
For this reason, the following analysis will be directed toward linear detection.

The Rayleigh PDF is

v —vz
pi(v) = U—nz exp (E) (3.11)
where v is the detected envelope voltage and o2 is the mean square voltage or variance
of the noise, which is simply the average noise power at the detector output. Figure 3-4
is a plot of the Rayleigh PDF when the noise power 0> = 0.04, with an arbitrary but
reasonable location for athreshold voltage, V;, indicated at v = 0.64. By inspection, the
particular threshold voltage shown would result in areasonably low Pga; that is, it appears
that a small percentage of the area under the curve is to the right of the threshold. It
should be understood that, for most systems, false alarms do occur. Seldom is athreshold
established that is so far above the mean noise level that no interfering signal ever exceeds
the threshold.

Normally, the probability of a false alarm is low. It is typically further reduced by
requiring that a target detection must occur twice: once in the initial search and subse-
quently in a confirmation or verification process. If there is an initial detection in the
search mode, then the system is directed to immediately “look” for the target at the same
range/angle/Doppler cell. If the subsequent detection is made, the detection is deemed to
beatarget. If not, the original detection isdeemed to be afalse alarm. This process greatly
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reduces the probability that a noise spike will initiate a track event. As an example, the
system may be designed to produce, on average, one false alarm per complete antenna
scan pattern.

For a single sample of Rayleigh-distributed noise, the probability of false alarm is
found from equations (3.8) and (3.11):

oo
r
Pea = /—ze‘rz/z"nzdr — e /20 (3.12)
Gn
Vr

Solving for Vit provides the threshold voltage required to obtain a desired Pga:

V1 =4/ 20'n2 IN(1/Pea) (3.13)

Thus, givenknowledge of thedesired Pra, noise statistics, and detector design, itispossible
to determine the threshold level that should be used at the detector output. Note that the
target signal statistics are not involved in setting the threshold level.

As mentioned previously, search systems are designed such that if a detection is
made at a given position for a given dwell, understanding that such detection may be
afalse alarm, a subsequent confirmation dwell at the same position is processed to see
if the receiver output still exceeds the threshold. For a false alarm, the likelihood of a
subsequent fal se detection isremote, usually settling the question of whether the detection
was afalse alarm or atrue target. However, even this process is not perfect since thereis
still asmall likelihood that the false alarm will persist or that atruetarget will not. Assume
that the probability of afalse alarm isindependent on each of n dwells. The probability of
observing afalse darm on al n dwells, Pea(n), isrelated to the single-dwell probability
of falseaarm, Pea(1), by

Pra(n) = [Pra(D]" (3.14)

The likelihood that a false alarm will occur for two consecutive trids is P2, for three
trialsis PS,, and so forth. As an example, for asingle-trial Pea of 1074, the two-trial Pra
is1078,

Consider how the use of confirmation dwells affects the false alarm rate and search
time for a hypothetical search radar. Continuing the example given earlier, suppose the
radar has 90 beam positions for a given search sector, 333 range bins for each beam
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position, and 32 Doppler binsfor each range/azimuth position. Therewill then be 959,040
opportunities for a false dlarm in a complete search scan. For a single-dwell false alarm
probability of 105, there will be about 9.6 false alarms during the scan on average. The
user normally has to determine the acceptable false alarm rate for the system, one that
does not overload the signal processor or fill the display with false alarms, making it
difficult to sort out the actual target detections. The use of a confirmation dwell after each
regular dwell could reduce the overall Pea to (107°)2 = 10~1° so that there would be a
false alarm after confirmation in only 1 in 10,000 scans, on average. Continuing with the
search example given in Section 3.2.2, if each confirmation dwell (Tq or CPI), requires
2 ms, the same as the regular dwells, then 9.6 confirmation processes will add 19.2 msto
each nominally 900 ms search time. Thisis likely an acceptable expense, the alternative
being to use a higher threshold voltage, which would reduce the probability of detection.
However, if too many confirmation dwellsare initiated, the radar search time would suffer
significantly. For instance, if the Pz were 104, then there would be about 96 false alarms
per scan on average. The confirmation dwells would then add about 192 msec to every
900 msdwell, a21.3% increasein searchtime. Thisincreasewould probably be considered
an inefficient use of time.

3.3.4 Signal-Plus-Noise PDF: Target Detection

If, at some point during the search, the radar antennais pointed in the direction of atarget,
then at the appropriate range there will be a signal resulting from the target. Of course,
the noise signal is still present, so the signal in the target cell is a complex combination
of target signal and the noise. This signal is the one the radar is intended to detect. Since
it is composed of a combination of two signals—one avarying noise signal and the other
atarget signal—then there will be a variation to the combined signal. Therefore, it has a
PDF that is dependent on the target signal fluctuation properties as well as the interfering
signal properties. Target fluctuations are characterized in Chapter 7, and their effect on
detection isdescribed in Chapter 15. Only the simpler case of anonfluctuating target echo
is considered here to illustrate detection concepts.

For anonfluctuating target, the PDF of the target-plus-noise signal voltage was origi-
nally shown by Rice[2] and was|ater discussed in[3,4] to be of the Ricianform. ThisPDF
is defined in equation (3.15) and plotted in Figure 3-5 along with the noise-only Rayleigh
PDF for comparison.

Ps+i(v) = % exp [ (v2 + v3,;) /207 lo(vusyi /o) (3.15)
n
where v, isthe detected signal voltage, and Io(-) isthe modified Bessel function of the
first kind and zero order.

The procedure for determining the probability of detection given the target-plus-noise
PDF is the same as for determining Pra given the noise-only PDF. Using the threshold
determined from the noise statistics in equation (3.13), the PDF is integrated from the
threshold voltage to positive infinity:

Pp = / Psyi (V)dv = /% exp [—(v2 4+ v2,;) /207] lo(vvsyi [of)dv (3.16)

Vi

This integral has no easy closed-form solution. Rather, it is defined as a new specia
function called Marcum’s Q function, Qy, discussed further in Chapter 15 and [3,5].
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Routines to compute Marcum'’s Q function are available in MATLAB and similar
computational systems. In addition, various analytic approximations for the calculation
of ROCs for the case of a nonfluctuating target in noise are discussed in Section 3.3.7 of
this chapter.

For thecaseshownin Figure 3-5a, Pp will clearly besignificantly greater thanthe Pea;
that is, arelatively high percentage of the area under the signal-plus-noise curveis above
the threshold. Thisfigure al so again makes clear that, asthe threshold israised or lowered,
both Pp and Pra will be decreased (higher threshold) or increased (lower threshol d).

Moving the threshold to the left (lower) or right (higher) changes the Pp and Pra
together for agiven SNR. To get a higher Pp without increasing the Pea requires that the
two curves be separated more—a higher SNR is required. Figure 3-5b demonstrates that
increasing the SNR while maintaining the same threshold setting (constant Prs) increases
the Pp. Conversely, if the SNR were to be reduced, then the curves would overlap more,
and alower Pp would result for agiven threshold. This suggeststhat acurve of Pga versus
Pp for given SNR or of Pp versus SNR for a given Pea would be valuable. Such curves
are the topic of the next section.
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By definition, the total area under a PDF curve is aways unity, so Pea and Pp will
be less than or equal to 1. If the target signal is larger than the noise signal by a great
enough margin (SNR > 0 dB), then the threshold can be set so that Pea will be nearly
zero yet Pp will be nearly unity. Required values of Pp and Pea are determined from
higher-level system requirementsand can vary greatly. However, typically Pp isspecified
to bein the neighborhood of 50% to 90% for a Pea on the order of 10~ to 106, Clearly, if
theinterfering signal is of higher amplitude than the target signal (SNR < 0 dB), then an
unacceptably low Pp and high Pra will result. This condition would suggest using some
signal processing technique to reduce or cancel the noise or enhance the target signal,
increasing the SNR in either case.

If the Pp and Pga performance is not as good as required—that is, if the Pea is too
high for arequired Pp or the Pp istoo low for arequired P.a—then something must be
done to better separate the noise and target-plus-noise PDFs on the plot. Either the noise
hasto be moved to theleft (reduced in amplitude), or the target hasto be moved to theright
(increased in amplitude). Alternatively, the variance of the noise can be reduced, which
will narrow both PDFs. These effects can be obtained only by modifying the system in
some way to increase the SNR, either by changing the hardware or applying additional
signal processing to adjust one of more of the termsin the RRE described in the Chapter 2.
For example, the designer could increase the transmit power, thedwell time, or the antenna
size (and thus gain).

3.3.5 Receiver Operating Curves

The previoudly shown plots depict the PDFs for noise and target-plus-noise, with an
arbitrary threshold voltage plotted. The cal culations already described will producethe Pp
and Pea for agiventhreshold and SNR. If thethreshold isvaried, aseriesof combinations of
Pp and Pra result that describethetrade-off between detection and falsealarm probabilities
for a given SNR. A succinct way to capture these trade-offs for a large number of radar
system operating conditions is to plot one variable versus another variable for different
fixed values of the third variable. The ROC isjust such acurve. An example of an ROC is
shown in Figure 3-6, which presents aset of curves of the SNR required to achieve agiven
Pp, with Pea as a parameter, for a nonfluctuating target. Two alternative formats for the
ROC curvesarefound in theliterature. Some authors present plotsof Pp versus SNR with

Required SNR (dB)

—4
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Pra asaparameter, while otherspresent plotsof Pp versus Pea with SNR asaparameter. A
number of texts[e.g., 7-10] present ROC curvesfor avariety of conditions, most often for
the case of nonfluctuating and fluctuating target signals in white noise. Results for other
target fluctuation and interference-other-than-noise models are available in the literature.
These results are derived using the same general strategies already described but differ
in the details of the PDFs involved and thus the results obtained. Chapter 7 discusses
target reflectivity statistical modeling, and Chapter 15 discusses detection performance
for various target fluctuation models.

3.3.6 Fluctuating Targets

In addition to the fact that the noise signal fluctuates, it is aso true that the target signd
fluctuates for most real targets. Peter Swerling developed a set of four statistical models
that describe four different target fluctuation conditions [8]. The four cases include two
PDF models (Rayleigh and 4-th degree chi-square) and two fluctuation rates (dwell to
dwell® and pulse to pulse.) They are labeled Swerling 1, 2, 3, and 4 (SW1, SW2, SW3,
and SW4, respectively). Table 3-1 shows the PDFs and fluctuation characteristics for the
four models. A nonfluctuating target is sometimes called a Swerling 0 (SWO0) or aMarcum
target model. These as well as other target models are discussed in detail in Chapter 7.
Table 3-2 givessomepreviously calculated commonly specified P and P valuesand
the required SNR in dB for the five common target models. These points were extracted
from plots in [10]. For a nonfluctuating target in noise, reliable detection (90% Pp) is
achieved with a reasonable (10~°) Pga given an SNR of about 13.2 dB. In the case of
a fluctuating target signal, the PDF of the target-plus-noise is wider, leading to a lower
Pp than for a nonfluctuating target at the same SNR. Thus, a higher SNR is required to
achieve 90% Pp. Infact, an SNR of 17.1to 21 dB is required for to achieve P, = 90%
at Pea = 107 versus 13.2 dB for the nonfluctuating case. Lower SNR values provide

TABLE 3-1 = Swerling Models

Fluctuation Period

Probability Density Function of RCS Dwell-to-Dwell Pulse-to-Pulse
Rayleigh Casel Case 2
Chi-square, degree 4 Case 3 Case 4

TABLE 3-2 = Required SNR for Various Target Fluctuation Models

Pb SW0 Swi Sw2 SW3 Sw4

Pea = 1074 50 9.2 10.8 10.5 11 9.8
90 11.6 19.2 19 16.5 15.2
Pea = 1076 50 11.1 12.8 125 11.8 11.8
90 132 21 21 17.2 17.1

5Classically, the slowly fluctuating target was described as fluctuating from scan to scan; however, with
modern system signal processing, the term dwell to dwell is often used.
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FIGURE 3-7 = SNR
required to achieve a
given Pp, for several
values of Pga, for
fluctuating (SW1)
target in noise.
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lower detection probabilities, which may still be acceptableif detection can be made onthe
basis of several opportunities, such as over severa antenna scans or several consecutive
dwell periods. The system designer thus can trade radar sensitivity versus observation
time in the overall system design. Figure 3-7 is an example of the ROC curves for the
Swerling 1 case. This can be compared with Figure 3-6, which present the same data for
the nonfluctuating target case. Chapter 7 describes the statistical nature of most target
signals, showing that most targets of interest are usualy fluctuating rather than of fixed
amplitude. Details of the calculation of Pp and Pga and corresponding ROC curves for
the fluctuating target cases are given there.

Because the PDF of afluctuating target has a higher variance (i.e., is “spread” more)
than that of a nonfluctuating target, for a given SNR the target and noise PDF curves
will overlap more. Therefore, for a given threshold setting, the Pp will be lower for the
fluctuating target. Figure 3-8 compares the data of Figures 3-6 and 3-7 to show the SNR
as a function of Pp for an SWO0 (nonfluctuating) target and an SW1 target. Notice that
for levels of Pp, from 50% to 95%, the SNR required for a fluctuating target RCS is
significantly higher than that for a nonfluctuating target.

Required SNR (dB)

ot

=]
S

Ppy =108
Ppy=10° »swi
Ppy =10
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FIGURE 3-8 = SNR required to achieve a given Pp, several values of Pga, for nonfluctuating
(SWO0) and fluctuating (SW1) target models.
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3.3.7 Interference Other than Noise

The curves that have been plotted and presented in many standard radar texts give the Pp
and Ppy for various values of SNR, where the interfering signal is Rayleigh-distributed
after the linear detector. Thermal receiver noise in the radar and noise jamming usually
satisfy this condition. Clutter interference, on the other hand, usually does not. The PDFs
for clutter are proposed in many radar texts and journal articles. Some common models
are Weibull, log-normal, and K-distributed [11-13]. Chapter 6 provides a summary of the
clutter statistics normally encountered in modern radars.

It is not the intent of this chapter to fully describe these models; however, it is the intent
to build an appreciation for the effects of these fluctuation models on target detection statis-
tics. In general, the nature of the PDFs for distributions associated with clutter is such that
they have longer “tails” in the PDFs. The effect is to increase the Py for a given threshold
setting. That is, for a given mean value, there is a higher probability that the signal reaches
higher amplitudes than that of noise so, compared with noise, more of the area under the
curve is to the right of a given threshold. If a given Pg is to be maintained if the clutter
signal increases, the threshold must be increased to maintain the Pgy at the desired value.
Doing so will lower the Pp, for a given signal-to-interference ratio because less of the area
under the target curve will be to the right of the higher threshold. In Figure 3-9, a hypothet-
ical but typical clutter PDF (Weibull) is plotted in addition to the Rayleigh distribution to
demonstrate the effect of the longer tail in the clutter distribution. The clutter distribution
will produce a higher Pgy for the threshold setting shown. Therefore, the threshold will have
to increase (move to the right) to recover the desired Prs. As depicted in the figure, if the
same false alarm probability is desired due to Weibull-distributed clutter as for Rayleigh-
distributed noise, the threshold must increase, lowering the Pp for a given signal voltage.
In fact, depending on the particular clutter encountered, the effect of these extended tails
can be severe. In some cases, to maintain a given Pg and Pp, the signal-to-clutter ratio
must be 10 or even 20 dB higher than if the interference is noise-like. It is in these condi-
tions that some method for reducing the clutter signal must be employed. Moving target
indication and pulse Doppler processing techniques are the most common of these. These
techniques, which are discussed in Chapter 17, reduce the clutter signal significantly.

The clutter signal is often significantly larger in amplitude than the target signal. This
is because a clutter cell illuminated by the radar can result in a very large clutter area
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FIGURE 3-9 =
Example clutter PDF
compared with
noise.
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FIGURE 3-10

SNR versus Pp for a
Swerling 0 target
using Albersheim’s
equation, plotted
with tabulated
results from Mayer
and Meyer [10].
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which, when multiplied by the average reflectivity of the clutter in the cell, produces a
large effective RCS. The target may be quite small and, for stealth targets, smaller yet. In
this case, thetarget signal must be separated from the clutter signal in the spectral domain,
usually employing pulse-Doppler FFT processing. Since it is impractica to completely
confine the clutter signal to only a few Doppler bins, there will still be some residual
clutter signal persisting in the vicinity of the target signal. Thus, the question iswhat is
the shape of the residual clutter distribution curve after the processing? The central limit
theorem would suggest that since 20 or 30 samples are integrated, the new distribution
might be Gaussian. This requires that the individua interference samples are statistically
independent. Are the samples independent? This depends on the PRF, the decorrelation
time of the clutter, and the dwell time. For most cases, the samples are not independent,
suggesting that the residual clutter signal after the processor is the same shape as the
original distribution (e.g., Weibull).

3.3.8 Some Closed-Form Solutions

Exact calculation of the probability of detection requires solving the integral in equation
(3.16) or, equivalently, evaluation of the Marcum’s Q function. While this is relatively
easy using modern analysis tools such as MATLAB, it is valuable to have a simple,
closed-form solution for the mathematical procedures previously described that can be
solved using a spreadsheet or even a calculator. Fortunately, excellent approximations
using simple formulae are available. These approximations are applicable for estimates of
SNR with precision on the order of 0.5 dB and if extreme values of Pp and Pea are not
desired. In this chapter, Albersheim’s approximation for the detection performancein the
nonfluctuating target RCS caseis presented. Also given arethe exact resultsfor aSwerling
1 target model when only asingle sampleisused for detection. The cases summarized here
provide examples of detection performance and demonstrate the advantage of multiple-
dwell detection techniques.

3.3.8.1 Approximate Detection Results for a Nonfluctuating Target

Albersheim’s equation [14,15] is an empirically derived equation relating Pp, Pra, the
number of pulses noncoherently integrated, N, and the single-pulse SNR. It applies to
Swerling 0 (nonfluctuating) targets and a linear detector, though it also provides good

From Meyer and Mayer [11]
----- Albersheim’s Equation
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estimates for a square law detector. Thisis a very good approximation for values of Pp
between 0.1 and 0.9 and of Pga between 10~7 and 10~2. Figure 3-10 shows ROCs computed
using Albersheim’s equation for Pga values of 10~% and 10~°. The figure also shows the
exact resultsfrom [10]. Note the excellent agreement between the approximated and exact
results for these cases.

Albersheim’s estimate of the required SNR (in dB) to achieve a given Pp and Pra
when N independent samples are noncoherently integrated is

4.
NR (dB) = —5log;p N + (6.2+ —54) log,o(A+ 0.12AB 4+ 1.7B) (3.17)

+N +0.44
where
A =1n(0.62/Prp) (3.18)
and
Po
B=I NI
n (1 — PD) (3.19)

It is also possible to rearrange Albersheim’s equation to solve for Pp given Pea, N, and
the single-pulse SNR. Details are given in Chapter 15 and [17].

Though Albersheim’s equation provides simple, closed-form method for calculation,
it applies only to a nonfluctuating target, which is seldom a good model in practice. In
Chapter 15, an approximation similar in spirit to Albersheim’s equation, but applicableto
all of the Swerling models, is presented [16].

3.3.8.2 Swerling 1 Target Model

The Swerling models for describing the statistics of target fluctuations were described in
Section 3.3.6. For the purpose of providing an example of an ROC for fluctuating targets, a
Swerling 1 target model with asingle-echo sample (no noncoherent integration of multiple
samples) will be considered here. Chapter 7 presentsthe analysis showing that a Swerling
1 target is appropriate for targets composed of multiple scatterers of roughly the same
RCS. Theresulting voltage PDF for thistarget isa Rayleigh distribution. In fact, thisisthe
same di stribution used to describe receiver noise. When combined with the Rayleigh noise
distribution, the target-plus-noise PDF is still a Rayleigh distribution [19]. Specificaly,
the target-plus-noise PDF is of the form

() = — e —v* 3.20
pSH(U)_S—i-O‘nZ p 2(S+an) ( )

where Sis the mean target echo power, and o2 is the mean noise power. The probability
of detection integral is

P =V/ps+i(v)dvzv/—s+anz exp[—iz(SJanz)]dv (3.21)

Computing thisintegral gives the probability of detection as

vV,
Po = exp [m} (3.22)

107



108

CHAPTER 3 | Radar Search and Overview of Detection in Interference

where NR = S/02. In (3.22), V; and SNR are linear (not dB) values. Using (3.13) it can
be shown that the relationship between Pp and Pea for this case isthe simple relationship

Pp = (Pea) /SR (3.23)

Equation (3.23) appliesonly to the case of aSwerling 1 target inwhite noise, with detection
based on only a single sample. This “single sample’ may be developed by coherently
integrating multiple pulses or the results of multiple CPIs. However, it can not include any
noncoherent integration.

3.3.9 Multiple-Dwell Detection Principles: Cumulative Pp

To determinethedwell timerequired at each beam position, itisnecessary to determinethe
signal-to-noise ratio required to achieve the desired Pp and Pga for atarget at maximum
range. As an example, for a Py of 90%, a Pza of 1078, and a Swerling 2 target, the SNR
required is21 dB. Given the avail abl e average power, antennagain, wavel ength, minimum
target RCS, receiver noise figure, system losses, and maximum range, equation (2.30) can
be used to determine the dwell time to achieve the required SNR of 21 dB.

Atfirst, it might seem that a Pp of 90% isnot sufficient to detect athreat with adequate
certainty. In fact, radar systems often combine the results from multiple opportunities to
detect atarget, improving the detection probability. The probability of detecting the target
at least once in n dwells, Pp(n), is higher than the probability of detection for a single
dwell, Pp(1). For example, if the probability of detection on asingle dwell is Pp(1), the
probability of detecting the target at least oncein ntriesis

Po(n)=1-[1-Pp(D]" (3.24)

provided that the detection results on each individual dwell are statistically independent.
If Pp(1) = 90%, then the cumulative probability for two trieswill be Py (2) = 99% and
for three tries will be Pp (3) = 99.9%.

The use of multiple dwells to improve detection probability presents an opportunity
for a trade-off of radar detection performance for time. For example, if a 99% Pp was
required on a single dwell for the previous Swerling 2 example, the SNR would have
to be about 30 dB, about 9 dB higher than that required for 90% Pp. Using a second
dwell with the 90% Pp doubles the time required to detect the target but saves about 9 dB
of radar SNR requirements. This trandates into some combination of reduced transmit
power, reduced antenna gain, or reduced sighal processing gain requirements.

Of course, the false alarm probability is also affected by the use of multiple dwells. It
is normally not desirable to have Pes increase due to the multiple dwells, as Pp did. The
equation for cumulative Pe is the same as equation (3.24), with Pea substituted for Pp.
Because the single-dwell false alarm probability is usually avery small number, the result
iswell approximated by the simpler equation

Pea(n) ~ n - Pra(1) (3.29)

Thus, for athree-look cumulative Pea(3) of 1078, Pea(1) for asingle dwell would have to
be 0.333 x 10~6. Thismodest reductionin the allowable single-dwell Pea will increasethe
required SNR but will be only asmall amount compared with the additional SNR required
to achieve a Pp of 99.9% in asingle look.
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3.3.10 m-of-n Detection Criterion

Instead of detecting atarget on thebasisof at |east onedetectionin ntries, system designers
often require that some number m or more detections be required in n tries before atarget
detection is accepted. If m and n are properly chosen, this rule has the effect of both
significantly reducing the Pra and increasing the Pp compared with the single-dwell case.
The probability of athreshold crossing on at least m-of-n triesis found from the binomial
theorem [1,18,19]:
: n! k n—k

P(m,n) = k; K] Pk1 - P) (3.26)
Here, P isthe probability of athreshold crossing on asingle trial. Equation (3.26) applies
both to falsealarmsaswell asdetections. If P = Pra(1), then it givesthe cumulativefalse
alarm probability for an m-of-ntest; if P = Pp (1), then it gives the cumulative detection
probability for an m-of-n test. For a commonly used 2 of 3rule (m = 2, n = 3), (3.26)
reduces to

P(2,3) =3P?—2pP3 (3.27)
and for 2 of 4 it becomes
P(2,4) = 6P? — 8P° + 3P* (3.28)

Figure 3-11 isaplot of the probability of detection or false alarm versus single-dwell
Pp or Pra. Note that for typical single-dwell probabilities of detection (i.e., >50%) the
cumulative Pp improves (increases), and for low probabilities of false darm (i.e., <0.2)
the cumulative Pea also improves (is decreased). The only “cost” of thisimprovement is
an extended antenna dwell time for each beam position to collect the required data and to
conduct n detection tests instead of just one.

To get a better idea of the specific value of the effect of m-of-n detection rules,
Table 3-3 presents some specific examples of the effect on Pp, and Table 3-4 presents
examplesof the effect on Pra. A single-dwell Pp of 0.9 and Pra of 102 provides0.996 Pp
and 5.92 x 10~*Pga for 2 of 4 scans.

It is sometimes the case that the multiple dwells are not collected on a single scan
but rather on successive scans. While this adds significant delay to the data collection
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FIGURE 3-11
2-of-3 and 2-of-4
probability of
threshold crossing
versus single-dwell
probability.
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TABLE 3-3 = m-of-n Probability of Detection Compared
with Single-Dwell Probability of Detection

Pp (1) Pp(2,3) Pp (2, 4)

1 1 1

0.95 0.993 0.999
0.90 0.972 0.996
0.85 0.939 0.988
0.80 0.896 0.973
0.75 0.844 0.949
0.70 0.784 0.916

TABLE 3-4 = m-of-n Probability of False Alarm Compared with
Single-Dwell Probability of False Alarm

Pra(D) Pra(2, 3) Pra(2, 4)
1 1 1
0.1 2.8 x 1072 5.23 x 1072
0.01 2.98 x 1074 5.92 x 10~4
0.001 2.998 x 106 5.992 x 106
0.0001 2.9998 x 108 5.9992 x 10~8
0.00001 3.000 x 10~10 5.9999 x 10~10

protocol and therefore the time to make a detection decision, for many applications this
extralatency in the detection processis acceptable.

Some system applicationsrequire even larger numbers of dwells at agiven beam posi-
tion. For example, an airborne pulse Doppler radar typically performs the search function
in ahigh PRF mode to separate moving targets from wide clutter spectral characteristics.
Consequently, the radar is highly ambiguous in range, and there is a high likelihood of
range eclipsing.® Even in the medium PRF mode, thereis likely to be range and Doppler
aliasing and eclipsing.” Toimprove the Pp and Pea statisticsin these conditions, often six
or eight dwellsare used. Figure 3-12 showsthe results of using equation (3.26) to compute
the resulting Pp and Pga for 3-of-6 and 3-0f-8 detection rules. A single-dwell Pp of 90%
resultsin a processed Pp of very close to 100% for these conditions. In this application,
the m-of-n ruleis often combined with the use of staggered PRFs, discussed in Chapter 17.

The question arises as to whether it is more efficient to use arelatively large number
of dwells, which costs significant time, or to increase the single-dwell time. To examine
this, consider the following example. Assume a Py of 95% and a Pea of 1078 isrequired
for each complete scan. For a Swerling 1 target, the single-dwell SNR must be 24.3 dB.
Using Figure 3-12, it is seen that, using 3-of-6 processing, a cumulative P, = 95% and
Pea of 1078 can be achieved if the single-dwell Pp isabout 73% and the single dwell Pea

61n apulsed radar, any target that hasarange delay exactly equivalent to amultiple of theinterpul seperiod
will not be detected because the target echo arrives during a subseguent transmit time. This condition is
called eclipsing. It can be overcome by changing the pulse interval .

7In a coherent radar, the target can be eclipsed in the frequency (Doppler) domain, much like the time
domain case aready described.
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isabout 0.001. Using equation (3.23), it is seen that this performance can be obtained with
asingle-dwell SNR of only 13.2 dB.

This reduction of the required SNR by 11.1 dB (a factor of about 10.4) means that
the radar can be “smaller” in some sense by a factor of 10.4. This could take the form
of areduction in average power, antenna gain, single dwell time, or relaxed restrictions
on losses. For instance, athough six dwells are now required, each one could be shorter
by afactor of 10.4, reducing the overall time required to meet the detection specification.
Taken astep further, 99% Pp can be achieved with eight dwellsand isequivalent to nearly
20 dB of additional radar sensitivity. Extending the time line by a factor of 8 can thus
reduce the radar “size” by afactor of 100.

i | FURTHER READING

Morerigorousmathematical devel opmentsof theexpressionsfor Pp and Pra, aswell asthe
general approach of threshold detection, are found in several radar texts[e.g., 3,6,10,20].
These references also extend the results discussed here to the effect of noncoherent inte-
gration of multiple samples prior to threshold testing.

Withinthisvolume, target fluctuation modelsare discussed in moredetail in Chapter 7.
The application of the detection concepts discussed here to fluctuating target models is
discussed in Chapter 15, which al so provides both the corresponding exact expressionsfor
Ppb and Pea for al of the Swerling models as well as an Albersheim-like approximation.
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| PROBLEMS

1

3.

For amechanically scanned antennahaving an azimuth beamwidth of 2 degreesand an elevation
beamwidth of 3 degrees, how many beam positions are required to search a volume defined by
a 90 degree azimuth sector and a 6 degree elevation sector?

If the antennawere raster scanning at 180 degrees per second (i.e., it is scanning in azimuth at
180 degrees per second), what is the maximum dwell time for each beam position? Assume it
takes no time to change to a new elevation position and azimuth scanning direction.

For the previous conditions, what is the total frame search time?



3.6 | Problems

For a phased array antenna, suppose the beamwidth at array normal is 2 degrees by 3 degrees
(same asin problem 1). Also suppose that the dwell time used for scan angles between 0 and
430 degreeis 4 msec, while for scan angles between +30 and +45 degreesit is 6 msec. If the
beam position is stepped in equal step sizes, what is the total search frame time? Assume it
takes negligible time to move from one position to the next.

What isthe Pg, if the threshold voltage is set at three times the root mean square (rms) noise
voltage?

6. What threshold voltage is required to effect a Pgs of 104 if the rms noise voltage is 150 mv?

7. Assuming Pe, = 1074, how many consecutive verifications are required to effect a Pea of 107°

10.

11.

12.

13.

14.

15.

16.

or less?

For a search volume that requires: 45 beam positions, 333 range bins, 32 Doppler bins, and a
Pea of 5 x 1072, how many false alarms occur on average in asingle search frame?

Consider a weapon locating radar having a beamwidth of 2 degrees in both azimuth and
elevation that is set up to search a volume defined by a 75 degree sector in azimuth and a
4 degree sector in elevation. If the radar also has adwell time of 2.4 msec and a plan to spend
5 dwells at each beam location, what is the total scan time?

If there are eight targets being tracked by the system in problem 9, each consuming 6 mil-
liseconds per track update at an update rate of 10 Hz (10 updates per second), what is the new
search scan time?

Your enemy, 20 km distant, fires a mortar round in your general direction. The round has a
vertical component of velocity of 200 meters per second. (Assume that this does not change
during the search time.) You are searching the area using a weapon-locating radar. What must
your maximum scan time be to ensure at least four opportunities to detect the target before it
passes through your “search fence,” which isthe elevation sector extending from 0 to 4 degrees
above the horizon?

If the round in problem 11 is detected at 2 degrees above the horizon, what must the track
samplerate be to get 50 track samples from between the point of detection and an elevation of
6 degrees above the horizon?

Given aradar system that has a single-dwell Pp of 50% and a single-dwell Pgy of 5 x 1073,
what are the cumulative Pp and Pe for 2-of-3 and 2-of-4 multiple-dwell processes?

For aradar system that has asingle-dwell Py of 75% and asingle-dwell Pgs of 5 x 10~3, what
arethe Pp and Pga for 2-0f-3 and 2-of-4 multiple-dwell processes?

Assuming that the target exhibits Swerling 1 fluctuations and that the Pp and Pga that result
from the multidwell (2-of-4) processing in problem 14 are adequate, what SNR improvement
isrequired to provide the same Pp and Pra in asingle dwell?

Suppose aphased array search radar hasto compl ete searching avolume defined by 10 degrees
in azimuth, 10 degreesin elevation, and 40 km in range in 0.62 seconds. The range resolution
is 150 meters, obtained with a simple 1 microsecond pulse width. At the center of the search
sector, the antennahas a 2.7 degree azimuth beamwidth and a 2.7 degree el evation beamwidth.
Since the target for which the system is searching is a moving target and there is surface
clutter interfering with the detection, Doppler processing is used. There are 64 Doppler bins
developed by the FFT processor. During asingle search pattern, it isrequired that the probability
of detecting atarget is 99%, and on average one false larm is allowed. What is the resulting
Pp and Pr, if thesingle-dwell Pp is90% and the single-dwell Pra is0.01?1f 3-0f-5 processing
is employed, do the resulting Pp and Psa meet the requirements?
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| | INTRODUCTION

This chapter discusses the effects of the transmission medium on the propagation of
electromagnetic wavestraveling from aradar transmitter to atarget and back tothereceiver.
Many factors can influence the propagating radar signal, such as the composition of the
atmosphere, clouds, rain, insects, and obstacles. The wave will aso be affected by the
ground the wave passes over as well as other topological features, such as hills, valleys,
and lakes. Thischapter considersonly how thesetopol ogical featuresaffect thepropagating
wave, while the radar return from these features, known as clutter, are discussed in the
next chapter.

The effect of the propagation medium can be described as a series of mechanisms
whose impact may be combined through superposition. Several of these mechanisms can
exist simultaneously. Some of the major propagation mechanisms and general guidelines
for ng the primary sources of propagation impact on an application are as follows:

» Atmospheric absor ption increaseswith higher frequency, longer ranges, and higher
concentration of atmospheric particles (e.g., water, fog, snow, smoke).

117



118

CHAPTER 4 | Propagation Effects and Mechanisms

» Atmospheric refraction anomalies (surface ducts), which tend to generally be less
significant at higher frequencies, occur more often in conditions of high humidity,
at land/sea boundaries, and at night when athermal profile inversion exists.

» Atmospheric volumetric scattering increases with higher frequency, larger sus-
pended particle sizes, and higher concentrations of atmospheric particles (e.g.,
water, fog, snow, smoke) and can be a strong function of wave polarization and
frequency.

« Atmospheric turbulence is generaly a high-frequency (HF) phenomenon (e.g.,
optical, millimeter wave [MMW], or sub-MMW) and is strongly dependent on
refractive index (or temperature) variations and winds.

» Surfacediffraction effectstend to increasewith lower-frequency and higher-surface
root mean square (rms) roughness specification. The effect of the earth’s surface
features can be roughly separated into two regions of influence: the interference
region and the diffraction region (defined in Section 4.3.2)

» Surface multipath effects occur in the interference region and tend to increase
with lower-frequency and lower-surface rms roughness specifications. Multipath
forward scattering is generally confined to terrain- and target-bounced reflections
in the direction of the receiver.

» Surface intervisibility effects (shadowing) tend to increase with higher-surface
roughness specifications and lower link altitudes. Intervisibility is also affected by
the presence of clutter discretes (specific, isolated, strong clutter scatterers) and
the spherical (or effective) Earth horizon boundary limitations.

The atmospheric mechanisms of absorption, refraction, scattering, and turbulence are
collectively referred to as atmospherics. In general, all mechanisms are present in the
intermediate path for the propagating wave in the real world. In this chapter, the physics
and significance of each mechanism are discussed.

| | PROPAGATION FACTOR

The impact of propagation mechanisms can be applied to the free-space radar range
equation as a “gain” or “loss’ factor. Specificaly, the peak amplitude, Ej, of the one-
way received eectric field vector in the presence of propagation effects is related to the
amplitude that would be received in free-space propagation without these effects, Eg,
according to

E, = F,Eo
= (Fel?)E, (4.2)

where F, is the complex voltage propagation factor, F is its magnitude, and ¢ isits
phase. F, is composed of several component factors,

F,=F, -F, Fy,-...-F (4.2

N
Thus,

F=Fi-Fp-Fa-... Fu

¢F = ¢r, + OF, + Or, + ..+ PRy (4.3)
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Since power is proportional to | E|?, the propagation factor applicable to one-way received
power is

IF, 12 = F2 (4.4)

Many texts discuss only this power form of the propagation factor.

Often the effect of propagation mechanisms on two-way propagation is needed. The
fundamental assumption for two-way data is that propagation effects are path-reciprocal
so that the two-way propagation factor is simply the one-way factor squared.

F2 — Fei2r (4.5)
The monostatic radar range equation of Chapter 1 then becomes
Pt GZAZG 4
— i 4.6
" (4n)3LgR (46)

Caution is needed in determining whether published datais based on one-way or two-way
propagation. Care must also be taken not to confuse propagation factor and noise figure,
since both are commonly represented by the symbol F.

| | PROPAGATION PATHS AND REGIONS

4.3.1 Monostatic and Bistatic Propagation

Most radio, cellular, and wireless communications links are concerned only with one-way
propagation. Radar is generally concerned with two-way propagation between the trans-
mitter and receiver. If thereceiver iscolocated withthetransmitter (asisoftenthecase), this
is called atwo-way monostatic case. The main difference from the communications case
isthat any propagation effectswill be more impactive since the radar wave passes through
the medium twice. Cases where the transmitter and receiver are not colocated are bistatic.
Here, the main consideration from apropagati on standpoint isthat the radar wave may pass
through two different propagation paths, unlessthe bistatic angleisrelatively narrow or the
target isnot at a great distance. While much less common than monostatic radar, bistatic
systems are not unusual. Figure 4-1 illustrates these three classes of propagation paths.

4.3.2 The Surface

Every obstacle within an expanding wave's path will impede direct propagation to an
observer near the earth. Simple ray tracing illustrates the line-of-sight (LOS) region, also

Transmitter » Receiver One-Way

Transmitter/ N Two-Way
Receiver < Target Monostatic

Transmitter > Target  Two-Way

/ Bistatic
Receiver
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FIGURE 4-1
Three classes of
propagation paths.
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FIGURE 4-2 =
Regions defined by
the LOS propagation
path near the earth’s
surface.
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called the interference region, and the non-line-of-sight (shadow or diffraction) region
associated with a transmitter above the surface of the earth. These regions are illustrated
in Figure 4-2. A diffraction or refraction mechanism is necessary for electromagnetic (EM)
waves to propagate into the shadow region.!

Two points in space are said to be infervisible with one another if there is an unin-
terrupted line of sight between them. In general, the rougher the surface, the higher the
number of ground points that will not be visible to a given emitter (and vice versa). Clearly,
local geometry and discrete location play a significant role in intervisibility estimation [1].

4.3.3 The Atmosphere

For the purposes of radar propagation analysis, the atmosphere can be characterized by a
number of key radial layers. Propagation of the radiated wave is affected by the composition
of these layers as well as the boundaries or interfaces between these layers according to
the properties of both the wave and the boundary itself. Figure 4-3 illustrates some of the
key layers associated with the atmosphere and their general altitude above sea level on the
earth.

These layers can be characterized by the vertical distribution of temperature fluctu-
ations, as illustrated in Figure 4-3, as well as the water vapor in the layer. The principal
layers are the troposphere, stratosphere, mesosphere, and the thermosphere.

The troposphere, the region in contact with the earth, is the lowest layer of the atmo-
sphere and extends from the earth’s surface to a height of 10 to 16 km. Four fifths of the
mass of the atmosphere is contained in this layer, which is characterized by a decreasing
temperature as height increases in the vertical plane. The rate of decrease for this tem-
perature, based on the 1976 U.S. Standard Atmosphere, is about 6.5 °C/km above ground
level. Most weather processes (and water vapor) occur in this atmospheric layer. The
stratosphere is the layer of the atmosphere extending above the tropopause to a height of
about 55 km. Very little weather occurs in this layer due to a low water vapor content. The
mesosphere 18 the atmospheric layer between the stratopause and the mesopause. Like the

LOf course, scattering from an LOS ray from another obstacle can cause multibounce rays to propagate
into a shadow zone. This multibounce phenomenon tends to be more significant in one-way propagation
(or bistatic) radar geometries.



4.4 | Atmospheric Attenuation and Absorption

120
_—
Mesosphere/Thermosphere, 100 Thermjosph T
Tonosphere Components l
Stratosphere 80

Troposphere

'
o

Altitude (km)
=3
S
5:
o
«>

Y
Y 20 ] Troopadse
Earth Center 0 \Q sphered
150 200 250 300 350 400
Degrees K

troposphere, it is a layer where the temperature decreases with height. Special features of
the mesosphere include a region of extremely strong winds centered near heights of 65 km.

The thermosphere is a high-temperature region extending upward from heights of
about 80 km to the outer reaches of the atmosphere. The thermosphere contains the
majority of the ionosphere, with colorful auroras often in this region. The ionosphere is
an upper region of the earth’s atmosphere in which many of the atmospheric atoms and
molecules have become electrically charged by the addition or removal of electrons to
produce ions. Relative to the layered regions of the atmosphere, the ionosphere begins at
a base near the stratopause, rising through the mesosphere to a peak in the thermosphere.
The ionosphere is subdivided into (in order of increasing altitude) the D layer, E layer,
Fl1 layer, and F2 layer. At night the D layer vanishes, and the F1 and F2 layers merge into
a single layer.

Ionization in the F2 region, primarily caused by the solar flux and cosmic radiation,
serves as a low-attenuation reflector for long-wave radio signals by day. This layer has long
been exploited for stable communication over long distances. For example, transoceanic
navigation by ships and aircraft is accomplished with the aid of this region’s reflection and
attenuation properties. This is also the basis of the concept of over-the-horizon (OTH) radar
used for very long-range ground-based surveillance and tracking systems, as discussed
later in this chapter. See Section 4.7 for additional discussion of the ionosphere.

Y] | ATMOSPHERIC ATTENUATION
AND ABSORPTION

The attenuation of an EM wave through an atmosphere is caused by two major compo-
nents: absorption and scattering. Absorption occurs when the atmosphere contains gases
or particulates with lossy properties (e.g., oxygen molecules or raindrops). Some of the
EM wave’s energy is then lost to heat within the lofted particle. Scattering occurs when
the particulate is of sufficient size to cause some of the wave to be reflected in directions
away from the collecting receiver. The magnitude of both phenomena is a direct function
of the particulate density along the EM wave propagation path.

Since atmospheric effects are volume phenomena, the potential exists for some level
of scattering off the volume boundary and from the internal particles themselves, as shown
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FIGURE 4-3 =

Rays propagating
through atmospheric
regions. (From Eaves
et al. [2] and Bogush
[3]. With permission.)
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FIGURE 4-4
Attenuation due to
wave scattering and
absorption by
particulates.
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in Figure 4-4. Additional scattering can also be caused by the presence of other objects
in the atmosphere such as heavy dust, insects, and birds. Scattering from precipitation or
other suspended particulates is an important component of total attenuation for a radar
link. Further information, which can be used within this methodology, regarding vol-
ume scattering from sources other than precipitants can be found in, for example, [4,5].
Atmospheric particle scattering is generally isotropic and increases with frequency and
suspended particle size and conductivity.? It has been shown that volumetric scattering
isastrong function of incident polarization, frequency, and precipitation rates or particle
concentrations.

Thus, thewaveincident upon the particul ate cloud will be both scattered and absorbed
according to the particulate size, lossy dielectric properties, and density within the signal
path. Only that signal component scattered in the direction of the collecting receiver will
be measured. Theratio of the power of the one-way attenuated wave, A, to the free-space
wave, Ay, defines the atmospheric loss (attenuation) in the path:

A
2
F A 4.7

In general, one-way attenuation of radar signals in the atmosphere can be expressed

intheform

F2 =100/2 (4.8)

where « is the attenuation coefficient in units of meter—! for the atmospheric type and
density, and L isthe path length in meters. In many references, the attenuation coefficient
is given as a two-way value—hence the factor of 1/, in the exponent. For cases in which
the « is expressed in dB/km, the one-way propagation factor can be expressed in dB as

F2(dB) = % (4.9)

with L (one-way propagation distance) expressed in kilometers.

For longer-range applications, the atmospheric content can be considered hetero-
geneous, as suggested by Figure 4-5. Using superposition, the impacts of each can be
“summed” according to type, density, and path length occupancy, L, within the total

2pParticles that are extremely small compared with awavelength will scatter more isotropically.
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signal path to get the total one-way propagation factor:

F2 — i — 10&|L1/2 A 1002L2/2 .

0

v - 100N EN/2 (4.10)

Propagating waves within the troposphere will suffer some atmospheric loss due to the
presence of oxygen and water vapor in the atmosphere. Other than man-made conditions,
the presence of both free molecules and suspended particles such as dust grains, frozen
precipitants, and water drops that condense in fog and rain are the primary absorption
mechanisms. When no condensation is present (clear air conditions), the absorption is
due to oxygen and water vapor molecules. Recognizing that atmospheric factors are a
strong function of time, a frequency of occurrence is often used in evaluating atmospheric
attenuation. For many missions atmospheric attenuation is one of the most prominent
mechanisms affecting radar system performance.

Table 4-1 summarizes typical one-way loss coefficients expected for X-band (10 GHz)
propagation though different atmospheric types. The factors determining the attenuation
coefficient for each of these conditions are described in the following subsections. These
data, derived from multiple references cited in the appropriate sections, can be used to
predict the path attenuation for arbitrary path lengths.
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FIGURE 4-5 =
Heterogeneous
atmosphere
impacts.

TABLE 4-1 = Typical One-Way Attenuation Coefficients, «, for Some Selected Atmospherics at 10 GHz

Attenuation Water Content
Description Coefficient (dB/km) (@/m?) Remarks
Clear air 0.01 7.5 Based on sea-level elevation, 42%
relative humidity, and 20°C temperature
Dust 0.004 0.1 Based on sea-level elevation, 0 relative
humidity, and 20°C temperature
Radiation fog 0.0688 0.1 Based on sea-level elevation, 100%
relative humidity, and 20°C temperature
Fog oil 0.43 0.0001 Based on sea-level elevation, 0 relative
(Engine smoke) humidity, and 20°C temperature
Rain (4 mm/hr) 0.05 n/al Based on sea-level elevation, 100%
(10 mm/hr) 0.17 relative humidity, and 20°C temperature
Snow (2 mm/hr) 0.0016 n/a! Based on sea-level elevation, 100% relative
humidity, and 0°C temperature
Special smokes 8.6 0.001 Based on sea-level elevation, 0 relative
and obscurants humidity, and 20°C temperature

! Attenuation coefficients for rain and snow are based primarily on fall rate in this attenuation model.
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FIGURE 4-6 =
Attenuation
coefficient due to
atmospheric gases
and water vapor.
(a) Variation with
temperature.
(Courtesy of Bruce
Wallace, MMW
Concepts. With
permission.)

(b) Variation with
altitude. (From P-N
Designs, Inc. [6].)

Attenuation (dB/km, one-way)
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4.4.1 Clear Air Water Vapor

In genera, free space does not exist in the real world. Propagation under ideal conditions
in the atmosphere will include attenuation due to water vapor, oxygen, and other normal
particulates. Figure 4-6a shows the atmospheric attenuation for two temperatures at sea
level, 59% relative humidity, and standard atmospheric pressure of 1013.25 kPa, and
Figure 4-6b compares attenuation at two different altitudes.
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The dips in attenuation are typically called transmission bands, and the peaks are
known as absor ption bands. Radar range can be maximized by operating at atransmission-
band frequency. Absorption-band frequencies are useful for applications where the
designer wantsthe signal to reach its desired destination but also istrying to minimizethe
chance of it reaching farther, to undesired locations.

4.4.2 Rain

Rain is generally characterized by a fall rate, typically in millimeters per hour, known
as the rain rate. The attenuation due to rain is a function of the rain rate and the drop-
size distribution model, which differsin different areas in the world. A general model to
estimate the one-way attenuation « in dB/kmis given by

a=a-rP (4.11)

where a and b are constants based on drop-si ze distribution model (raintype and geograph-
ical region), temperature, frequency, and polarization, and r is the rainfal rate in mm/hr.
Polarimetric attenuation sensitivity for rain occurs where the particulate drops are
aspherical and thus have preferred polarization characteristics. Numerous references in-
dicate rain attenuation coefficients; however, only alimited amount of polarimetric data
are available. Table 4-2 gives values of a and b as a function of polarization (vertica or

TABLE 4-2 = Summary of Empirical Coefficients for Rain Attenuation
Model at Linear V, H Polarization

Frequency (GHz) an a, bn b,

1 0.0000387 0.0000352 0.912 0.880
2 0.000154 0.000138 0.963 0.923
3 0.000650 0.000591 1121 1.075
6 0.00175 0.00155 1.308 1.265
7 0.00301 0.00265 1.332 1.312
8 0.00454 0.00395 1.327 1.310
10 0.0101 0.00887 1.276 1.264
12 0.0188 0.0168 1.217 1.200
15 0.0367 0.0347 1.154 1.128
20 0.0751 0.0691 1.099 1.065
25 0.124 0.113 1.061 1.030
30 0.187 0.167 1.021 1.000
35 0.263 0.233 0.979 0.963
40 0.350 0.310 0.939 0.929
45 0.442 0.393 0.903 0.897
50 0.536 0.479 0.873 0.868
60 0.707 0.642 0.826 0.824
70 0.851 0.784 0.793 0.793
80 0.975 0.906 0.769 0.769
90 1.06 0.999 0.753 0.754
100 1.12 1.06 0.743 0.744
120 1.18 1.13 0.731 0.732
150 131 1.27 0.710 0.711
200 1.45 1.42 0.689 0.690
300 1.36 1.35 0.688 0.689
400 1.32 131 0.683 0.684

Source: After Nathanson [7] (With permission).
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FIGURE 4-7
One-way attenuation
versus rain rate at
four frequencies.
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horizontal) and operating frequency [7]. Values for a and b at other frequencies can be
obtained by interpolation using alogarithmic scale for a and frequency and alinear scale
for b. Using these coefficients in equation (4.11) gives the expected one-way attenuation
inrain asafunction of rain rate for four radar frequencies, shown in Figure 4-6.

Since the magnitude of the electric field vector in circular polarization is based on
the vector summation of the linear H and V field components, the circular polarization
attenuation can be estimated according to

1
ARHC = OLHC = 72\/ afy + ady (4.12)

where arqc, aLHe, aHH, and oy are the attenuation coefficients for right-hand circular,
left-hand circular, horizontal, and vertical polarizations. The /2 factorisusedto normalize
the energy in the circular wave to that of the VV or HH equivalent.

For rain rates of interest (typically less than 10 mm/hr), Figure 4-7 indicates only
a dight difference between HH and VV attenuation coefficients. At higher rain rates,
horizontal polarization seemsto suffer slightly higher attenuation than vertical. The higher
attenuation for horizontal polarization is dueto a dlight flattening of the falling raindrops
when they become large, with the shape changing from a sphere to an oblate spheroid.
With ey = K - apn, k < 1, equation (4.12) becomes

1
ORHC = OLHC = ﬁ\/aﬁH + K2y

|1+ k2
= —; * 0CHH (413)

Inrain for low rain rates there is little attenuation difference between linear and circular.
Asrain rate increases beyond about 10 mmv/hr, the attenuation of horizontal polarization
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TABLE 4-3 = Summary of Fog Types and Water Concentration Ranges

Water
Type Concentrations (g/m?3) Remarks
Steam fog 0.1-1.0 Results from cold-air movements over warm water
Warm-front fog 0.1-1.0 Evaporation of warm rain falling through cold air,
usually associated with the movement of awarm front,
under certain humidity, conditions yields a supersaturated
air mass at ground level
Radiation fog 0-0.1 Results from radiation cooling of the earth’s
surface below its dew level
Coastal and inland ground fog 0.1-1.0 Radiation fog of small heights
Valley fog 0.1-1.0 Radiation fog that formsin valleys
Advection fog 0-0.1 Formed by cooal air passing over acolder surface
Up-slope fog 0.1-1.0 Results from the adiabatic cooling of air

up-sloping terrain

is greater than that of vertical (k <1), and equation (4.13) shows that the magnitude
of circular polarized energy begins to suffer measurably higher attenuation than linear
magnitudes.

4.4.3 Fog

Fog isusually aresult of acondensation process that occurs at or near the ground. Evapo-
ration leads to a supersaturated condition and the formation of fog. Other occurrences of
fog relate to clouds coming in contact with the ground, such asthedrifting of astratacloud
into a mountain slope. Fog water content can be characterized according to Table 4-3 [3].

Fog consistsof water dropletsin most instances but in cold climates may be composed
of ice particles. Fog formations include the presence of small drop sizeslessthan 100 m
in diameter. Because of the meteorological conditions associated with fog formations, the
particulate size distributions may vary considerably between fog formations, even at the
same or similar locations. Humidity values of 95-100% are normally associated with fog
except over salt water, where values of 75-90% are common. The water concentration of
fog formations is lower than that of typical water clouds, afew hundredths of a gram per
cubic meter compared with values of 0.1 g/m® or more for clouds.

One-way attenuation (dB/km) due to fog is computed from the water concentration,
M (g/m3), frequency, f (GHZ), and temperature, T (°C), according to [4,8]:

11.152
f

a=M (—1.347+ 0.66f + - 0.022T>, f > 5GHz (4.14)

Thefog attenuation at lower frequencies (below 5 GHz) is considered negligible for most
applications. Typical values of attenuation due to fog are 0.02 to 3 dB/km at frequencies
of approximately 10 GHz or higher. Higher temperatures result in higher attenuation at
radar frequencies. The radar attenuation due to fog in the medium at three frequenciesis
illustrated in Figure 4-8.
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FIGURE 4-8
Attenuation at three
frequencies for fog
versus water
concentration (fog

type).
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4.4.4 Snow and Hail

Snow and hail differ from water particulates in two ways. The index of refraction of
ice is different from that of liquid water. Snow and hail also are generally composed
of aspherical, crystalline particles and are treated similarly when estimating attenuation
based on equivalent fall rate. Consequently, snow and hail have very different scattering
and absorption properties from rain or fog.

Table 4-4 illustrates data compiled by Nakaya and Terada [9] from their observations
on Mt. Tokati, Japan, for air temperatures between —8°C and —15°C. The snow mass
concentration may be converted to the equivalent rainfall rater (mm/hr) according to [3]:

fe = Xv (4.15)

where X is the mass concentration of snow (g/m®), and v is the velocity of the snowfall
(m/s). The one-way attenuation « (dB/km) due to snow isthen given by [3]

1.6
o= o.oo349r)\e—4 + 0.00224;—e (4.16)

The attenuation at four frequencies for snow based on data presented in Table 4-4 as
afunction of equivalent rain fall rateisillustrated in Figure 4-9. Several observations can
be made from these data:

1. The attenuation increases with increasing fall rate, which is also true for rain.

2. Wet snow (snow containing liquid water) causes higher attenuation than dry snow
for agiven fal rate.

3. Attenuation generally increases with radar frequency.

4. Hail attenuation istraditionally computed in the same way as snow by defining the
proper equivalent fall rate.
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TABLE 4-4 = Mean Diameters, Masses, and Fall Velocities of Snow Crystals
Snow Type Diameter (mm) Mass (mg) Fall Velocity (cm/s)
Needle 153 0.004 50
Plane dendrite 3.26 0.043 31
Spatial dendrite 4,15 0.146 57
Powder snow 2.15 0.064 50
Rimed crystals 245 0.176 100
Graupel 213 0.80 180

Source: From Nakaya and Terada [9] (With permission).
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4.4.5 Dust

For most dry soil particle concentrations in the atmosphere, the attenuation at 10 GHz is
negligible(e.g., <0.0001 dB/km). Thisistruefor dust particlesup to adiameter of 300 wm.
For most types of suspended particulates, the one-way attenuation « (dB/km) can be
approximated asafunction of extinction efficiency, n (m?/g), and particul ate concentration,
M (g/m®) [10,11]3

a = 4343 . yM dB/km (4.17)

where extinction efficiency is the sum of the scattering and absorption efficiencies or the
efficiency of the dust in scattering or absorbing the radar waves, respectively.

Dust particulate concentrations are generally low except in some very brief man-
made instances (e.g., blowing up adirt pile). Even the heaviest dust storm will likely have
concentrations less that 0.1 g/m?.

SExtinction efficiency relates to how quickly the particul ates disburse when lofted and thus the reduction
of attenuation through them.
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FIGURE 4-9
Attenuation for snow
versus equivalent
rainfall rate at four
frequencies.
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4.4.6 Smoke

The smoke considered here is generaly “fog oil” from arunning engine. Other naturally
occurring smokes can arise from burning of natural materials such aswood or rubber. For
smoke, the attenuation can be expressed—similarly to dust—as a function of extinction
efficiency.

Historically, smokes and obscurants have played an important role on the battlefield,
and their anticipated presence on future battlefields is evidenced by the fact that some
combat identification devices have requirements including operating in engine smoke.
In recent years both U.S. and foreign countermeasure developers have extended their
smoke developments to include radar bands. Indeed, the U.S. Army has classified the
M-81 grenade for armor self-protection because it produces a cloud that is an effective
obscurant in visible, infrared (IR), and MMW regions of the spectrum.

Unlike dust, fog, rain, and even fog ail, aerosols are specifically designed to affect
specific wavelengths. Whereas the extinction efficiency of 4 mm/hr rain at 10 GHz is
on the order of 10~3 m?/gm, the extinction efficiency of average X-band aerosols is
approximately 1.0 m?/gm. Thus, it requires far less aerosol material to cause a significant
attenuation effect. Recent advances in aerosol development have focused on developing
multispectral aerosols that introduce attenuation in radar-, infrared-, and laser-operating
bands simultaneously.

| | ATMOSPHERIC REFRACTION

Refraction is the change in the direction of travel of radio waves due to a spatial change
in theindex of refraction. The index of refraction nisequal to

n=— (4.18)
Up

where ¢ is the speed of light in a vacuum (well approximated as 3 x 108 m/s), and
vp is the phase velocity of the wave (m/s) in the medium. The index of refraction is
unitless. It is measured based on standard meteorological observations of air temperature,
atmospheric pressure, and partial pressure of water vapor. Averaged over many locations
and long periods of time, the index of refraction of the troposphere generally decreases
with increasing atitude.

The refractive index variation present in the troposphere can significantly affect the
propagation of radio waves. The results of these variations are divided into standard and
anomal ous atmosphere effects. Standard refraction implies that the relationship between
refractiveindex and height isapproximately linear: the effective Earth radar horizon mode!.
Propagation conditions that deviate from this linear model are called anomalous but are
not necessarily infrequent. Anomal ous atmosphere conditionsarein turn divided into three
subcategories: subrefraction, superrefraction, and trapping or ducting.

For standard atmospheres, the net effect of refraction is a bending of a horizontally
transmitted radio wave toward the earth’s surface, which can cause increased errors in
range and angular position measurements but also can allow propagation into masked or
shadow zones. Figure 4-10 illustrates the general effect of each of these phenomenaon a
ray trace from atransmitter.
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4.5.1 Standard Refraction

4.5.1.1 The Standard Atmosphere

For wave propagation in clear air the standard atmosphere, which also implies standard
refraction, is most often used to describe the conditions of the medium. The standard at-
mosphere is actually a series of models that define the values for atmospheric temperature,
pressure, and density as well as other parameters, such as sound speed, viscosity, and ther-
mal conductivity. These parameters are presented in tables as a function of altitude, with
varying resolutions ranging from 0.05 km at low altitudes to 5 km at higher altitudes. The
most commonly referenced model is the U.S. Standard Atmosphere [12], but the reader
should be aware that other models are available, such as the Standard Atmosphere of the
International Civil Aviation Organization [13] and the International Standard Atmosphere
[14]. Each model has various refinements, although most of them differ only in the region
above approximately 30 km. Because of this, the U.S. Standard Atmosphere is suitable
for most calculations below that altitude.

The path of a ray traveling through the atmosphere can be determined from Snell’s
law. For a first approximation, the earth’s surface can be modeled as a plane, with the
atmosphere modeled as a series of planar slabs above it, each having a constant index of
refraction (see Figure 4-11). From Snell’s law, one obtains

NoCOSey = N1 COSQ =N COSAy ... = N; COSK; (4.19)

where n; is the index of refraction of the i-th slab. Thus, if ng and the angle «( at which
the wave is transmitted are known, the subsequent angles «; can be found from Snell’s
law at each of the layer boundaries, and the path of the ray can be determined as it travels
through the layers.
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FIGURE 4-10 =
lllustration of ray
bending for standard
and anomalous
refraction profiles.

FIGURE 4-11 =
Path of a ray through
a horizontally
stratified
atmosphere
(troposphere).
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FIGURE 4-12 =
Path of a ray through
a radially stratified
atmosphere
(troposphere).

FIGURE 4-13 =
Normal refraction
effects on target
location
(troposphere).
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A more accurate solution to the refraction problem is obtained by assuming that the
earth is spherical instead of planar and that the electrical properties of the atmosphere are
constant between concentric spheres of outer radii, r; (see Figure 4-12). For such a radially
stratified medium, Snell’s law assumes the form

NoroCOS g = N1 COSQ| = N COS®y ... = NI COS; (4.20)

Both the planar and spherical approximations improve as the thickness of each slab is
made smaller.

The curved path traveled by an EM wave due to refraction causes errors in the estimate
of target location in both range and angle. This effect is illustrated in Figure 4-13. In the
standard refraction case, the waves travel along the curved path bending slightly downward
toward the earth at each layer. The effect is to yield measured ranges and elevation angles
that are larger than the true values.

The resulting elevation angle and range errors for a spherically stratified model and
standard atmosphere are shown in Figures 4-14 and 4-15. In these figures, the altitude
is that of the radar system. According to Berkowitz [15], angle errors can range from
approximately 0.1 to 0.8 degrees and range errors from 10 to 381 feet, depending on
relative humidity and transmitter height in a standard atmosphere. These errors impact the
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ability of the radar to achieve angle error requirements and intercept receivers to achieve
positional estimates. In most cases the refraction effects are significant for longer-range
applications. For example, an elevation error of only 5 milliradians (approximately
0.3 degrees) at 1,000 kilometers is equivalent to a target position error normal to the
radar boresight of over 5 kilometers.
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FIGURE 4-16 =
Increased range

to radar horizon due
to refraction.
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While the relationships presented here are good first-order approximations, the atmo-
sphere is not so easily stratified. The index of refraction versus height curve varies for
different points on the earth. Bean and Dutton [16] compiled information about the index
of retraction as a function of height for various locations on the earth’s surface that can be
used to refine the estimate of refraction impacts.

4.5.1.2 Defining the Horizon: The Effective Earth Model

One effect of refraction of EM waves is the extension of the apparent horizon over the

“spherical” earth for ground-based radars close to the earth. The concept of an effective

Earth radius is an alternative way to account for the effects of a standard atmosphere and

in particular to predict the additional range associated with the refractive horizon for a

transmitter. It is important to keep in mind that for space-based or airborne radars or for

ground radars looking significantly above the horizon, these results are not as pronounced.
The radar horizon on the “spherical” earth can be shown to be

Ry, = \/2ah, 4.21)

where a is the earth’s radius (m), and A; (m) is the height of the transmitter (or receiver)
above the earth’s surface. The extended horizon, R;, , due to refraction can also be predicted
using equation (4.21) if an effective Earth model having a slightly larger radius a, is used.
This idea is illustrated in Figure 4-16.

For standard atmospheres (typical refractive index gradientdn/dh = 3.9 x 10~ m) and
the actual earth radius a of 6370 km, the ratio between the actual and effective radius can
be shown to be approximately 4/3 [2,17]. This is the origin of the “4 /3 Earth radius” or 4/3
Earth model cited in many texts for radar horizon computations over land. From equation

(4.21), the increase in radar horizon is then \/4/3, or about 15%, making a, = (4/3)a.
Figure 4-17 illustrates the increase in the radar horizon based on ray bending in standard
refraction as a function of transmitter height.

4.5.2 Anomalous Refraction
Standard refraction implies that the relationship between refractive index and height is

linear. Propagation conditions that deviate from this linear model are called anomalous,

Transmitter
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though they are not necessarily infrequent. Three forms of anomalous deviation are
possible:

1. Subrefraction occurswhentherate of change of therefractiveindex, n, asafunction
of altitude, h, is positive or zero (dn/dh > 0). This condition bends rays upward,
thus decreasing the ground coverage of aradar.

2. Superrefraction occurswhen dn/dh is more negative than in astandard atmosphere.
This condition causes waves to bend more strongly toward the ground and can
increase the range of the radar at low elevations (angles less than 1.5 degrees) but
has little effect on high-angle coverage.

3. Ducting and trapping occurswhen dn/dh < —16x 108 m~1. Under thiscondition,
the radius of curvature of the ray is less than or equal to the radius of curvature
of the earth, trapping transmitted energy in a “parallel plate waveguide’ near the
earth. A duct can be formed when the temperature increases with height near the
surface (temperature inversion) or the humidity decreases (moisture lapse) with
height. These ducts can dramatically impair or enhance radar coverage and range
depending onwhether eachlink terminal intheradar/target or radar/receiver pair are
located in or out of the ducts. Most of these effects are seen at very high frequency
(VHF) and ultrahigh frequency (UHF). Notethat in sometextsadistinctionismade
between trapping and ducting, becausetrapping isaresult of the same processesthat
cause superrefraction, as is ducting. However, in the case of trapping, the energy
remains between the atmospheric boundary and the earth, creating an atmospheric
waveguide.

Of these effects, ducting is the most important for radar. Ducting and trapping redis-
tribute the radar beam over an el evation search area, causing gapsin coverage asillustrated
in Figure4-18 for ground-based radar. Under airborne radar conditions, much of thetrans-
mitted energy is redistributed into a low-elevation surface duct, significantly enhancing
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FIGURE 4-18 =
Illustration of energy
propagation over the
radar horizon and
gaps in coverage
due to ducts.

FIGURE 4-19 =
lllustration of energy
redistribution and
loss in coverage
when transmitter is
above a surface
duct.
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Radar
Horizon

ground coverage and range at low elevations while introducing shadow zones above the
duct, as illustrated in Figure 4-19. This energy redistribution causes the performance above
and inside the duct to degrade, reducing the radar’s range performance for target, clutter,
and weather detection.

In Figure 4-19 the incident wave is both reflected from and transmitted into the duct
at point A. The transmitted energy in the duct reflects off the surface at point B back
toward the top of the duct. Once at the top of the duct some of this energy transmits
through the boundary and interferes with the reflected wave from A causing shadow
zones. As the trapped energy in the duct continues to bounce around, the waves form
additional interference patterns and shadow zones inside as well. In addition, for some
airborne systems increased ground coverage can compromise the ability of the system to
perform covert missions.

Atmospheric ducts are generally on the order of 10 to 20 meters in height, never more
than about 200 meters. One type, the evaporation duct, is found regularly over relatively
warm bodies of water. It is caused by a temperature inversion near the surface and is ac-
centuated by the intense relative humidity near the surface due to water evaporation. These
conditions can correspond to high temperatures (>70°F) and relative humidity above 75%
[18]. Over land surfaces an evaporation duct is formed when an intense layer of low-lying
humidity is found over a surface that is cooling more rapidly than the surrounding air (e.g.,
fog conditions). This condition is also representative of conditions when a large daytime
temperature inversion over a locally cool surface caused by intense air temperature from
heat reradiated from surrounding surfaces (e.g., over gray concrete runway surrounded
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by black asphalt). The potential for both evaporation and elevated ducts exists in coastal
regions where there are large temperature contrasts between land and water. These land—
water temperature differences and their diurnal reversal produce corresponding land—water
air pressure differences, resulting in a system of breezes across the shoreline that reverses
its direction between day and night.

The net effect of these ducts is a redistribution of transmitted energy. The presence
of extended ranges at some elevations comes at the expense of reduced ranges or radio
“holes™ at other elevations. Although precise elevation profiles for ducting propagation
factor are not easily computed analytically, a good rule of thumb for propagation inside of
a duct is to assume the one-way power falls off according to R™! instead of R2 [19,20].
The trapped rays may also coherently combine, causing potentially large signal fading
due to the interference between the several modes.

In general, a computer model that includes an atmospheric profile is required to deter-
mine the propagation factor as a function of elevation for a particular scenario. Figure 4-20
is an example of the EREPS simulation [21] results for radar coverage based on a 3.3 GHz
wave launched above an inhomogeneous evaporation duct. A list of some useful off-
the-shelf simulations to determine these profiles and other propagation mechanisms are
provided at the end of this chapter.

YY) | TURBULENCE

Most people have seen the phenomenon of a blurry area appearing above a hot asphalt
road. This effect is essentially a turbulence phenomenon at the eye’s (optical) wavelength.
The same turbulence-induced fluctuations of refractive indexes in the path through the
atmospheric media can impact very short wavelength radar.* Atmospheric turbulence
effects are generally considered to be a high-frequency phenomenon and as such are likely

4Typically at millimeter wavelengths or smaller.
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FIGURE 4-20 =
lllustration of
ducting loss in radar
elevation coverage.
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FIGURE 4-21 =
lllustration of
turbulence
“pockets” in
atmosphere.
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Incident Wave

Turbulent Eddies

in the Atmosphere

with Differing Indices
of Refraction

significant only at frequencies of 80 GHz or higher. The worst case for atmospheric
fluctuations occurs in clear, hot, humid weather and not in rain or snow as might be
expected. The smallest fluctuations in both amplitude and phase tend to occur during a
dense fog [22].

Radiofrequency (RF) energy is subject to phase and amplitude scintillation in atmo-
spheric media, which exhibit point-to-point refractive index variations caused by small
fluctuations in temperature and humidity. Intensity fluctuations probably are too small to
be of consequence even at millimeter waves. Depolarization, frequency shift, and thermal
blooming are other turbulence effects that can sometimes be observed at optical wave-
lengths but whose effects are likely negligible at RF [18].

Perhaps the major potential problem caused by atmospheric turbulence is angle of
arrival (AOA) fluctuations, which are related to phase shifts by the relation 6 = ¢ /kd,
where 6 is AOA, ¢ is phase shift, Kk = 2sr /X is the wave number, and d is the separation
between points in the wavefront. Index of refraction variations induce phase shifts across
the wavefront of a propagating signal. These in turn can give rise to changes in the apparent
angle at which the wavefront is incident on the receiver (Figure 4-21). AOA fluctuations
cause a potential target to be detected at an angle different from its actual angle and thus
can bring about aimpoint wander and decreased accuracy in tracking systems.

For MMW systems, amplitude fluctuations are about 1-2 dB and AOA fluctuations
are about 300 microradians peak under worst-case conditions. In one experiment, 94 GHz
data collected over a fairly short range path indicated that the total fluctuation in angle of
arrival due to atmospheric turbulence was about 0.56 milliradians [23].

| EXPLOITING THE IONOSPHERE

The ionosphere is aregion of the upper atmosphere (thermosphere) that contains a sufficient
number of ionized particles to affect radio propagation. The ionization of the atmospheric
gases is produced primarily by the ultraviolet light from the sun. It increases with height,
though not linearly, and tends to have maxima at certain heights defining layers. The
shaded areas in Figure 4-22 illustrate the four main regions of high ionization.

The characteristics of the four main ionosphere layers are as follows:

1. The D layer exists only during daylight hours, at which time it bends and absorbs
low frequency (f < 3-7 MHz) waves.
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2. The E layer has characteristics similar to those of the D layer but exists at greater
heights in the atmosphere.
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3. The F1 layer is weaker and less influential on radar waves than the F, layer.

4. The F2 layer is the most important layer for long-distance transmission. It bends
waves at frequencies below 30-50 MHz. Its influence is strongest during the day-
time and decreases somewhat at night, when it tends to combine with the F1 layer.

The afternoon behavior of ionized layers retraces the morning values relative to local noon,
providing a higher level of behavioral consistency.

The ionosphere is a dispersive medium in which the phase velocity of the waves is
greater than c, resulting in a refractive index of less than 1.0. This causes rays passing into
aregion of increasing electron density to be bent away from the normal and back toward
the ground. The bending effect of a region on EM waves can be described by Snell’s law
and the refractive index, n, of the layer region, as described earlier. For the ionosphere the
refractive index, n, is computed from [2]

-

where fis the transmit frequency (Hz), and f), is the plasma frequency for the layer based
on its electron density, N, (electrons/m?).

fp = 9V Ne

Typical electron density of the F2 layer during the day (noontime) ranges from 10! to
10'2 electrons/m?.

The effect of one ionized layer on several rays is shown in Figure 4-23. A ray penetrates
farther into the layer as the angle the ray makes with the horizon is increased. Rays

(4.22)

(4.23)

Ionized Layer

Earth
Transmitter
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FIGURE 4-22 =
Layers of the
ionosphere (typical
of noontime
locations).

FIGURE 4-23 =
Bending of rays
passing through

an ionized layer at
difference incidence
angles.
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FIGURE 4-24 =
lllustration of virtual
sources for
diffraction around
an obstacle.
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transmitted at angles greater than the critical angle do not return to Earth.’ The ionosphere
is therefore most influential at low angles of incidence and for low frequencies. The
maximum “extended” distance that can be covered by a single reflection hop is about
1,250 miles for reflection from the E layer and 2,500 miles for reflection from the F2 layer.
OTH radars use this fact and exploit one or more hops to obtain radar coverage at regions
that are thousands of miles away and that are impossible to cover from such distances with
microwave or higher-frequency radars.

As Figure 4-23 shows, rays launched at an angle greater than the critical angle are
still affected by the ionosphere as they pass through it. Thus, space-based radars (or
ground-based radars tracking objects in space) must take such effects into account when
calculating, for example, ranges, range rates, and Doppler shifts. Depending on the op-
erating frequency of the radar system, various effects must be considered. For instance,
at 435 MHz one can expect approximately 1.5 complete rotations of the phase vector of
the wavefront of the radar beam due to Faraday rotation. This effect diminishes as the
frequency increases, so that at 1.2 GHz less than a quarter of a rotation in phase occurs.

X} | DIFFRACTION

Diffraction is a mechanism by which waves can curve around edges and penetrate the
shadow region behind an opaque obstacle. This effect can be explained by Huygens’s
principle, originally introduced in Chapter 1, which states that every elementary area of a
wavefront can be considered a source that radiates isotropically on its front side. The new
waves will interfere with each other in the shadow zone to produce an interference pattern
at the observation point as illustrated in Figure 4-24.

As the incident wave diffracts around the obstacle it will recombine with scaled
replicas of itself within the observation plane. The interface pattern produced is that of
two new waves originating from virtual phase centers at P. These virtual phase centers are
also known as virtual sources and are an equivalent representation of the incident wave
structure after diffraction has occurred.

Relative

Obstacle Intensity

SNote that a signal will be totally reflected by the ionosphere if its frequency is less than the ionized
layer’s plasma frequency independent of incidence angle.
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Incident Wave Scattered Wave

Shadow
Zone

Obstacle Diffracted Wave

Depending on the transmitted wavelength, the edges of the diffracting object may be
appear as a smooth, curved edge or as a sharp knife edge or wedge. At the boundary between
the interference and diffraction regions, some signal enhancement may be realized. In
general, as the observation angle falls into the shadow zones, diffracted wave attenuations
increase.

The electromagnetic field in the shadow zone due to diffraction can be represented by
an infinite series of terms called modes [24]. The effect of diffraction on the signal strength
in or near the shadow region can be represented using a one-way power propagation factor,
F?, in this case called the diffraction coefficient.

The behavior of the diffraction coefficient is modeled by considering diffraction
around a curved edge of radius b as shown in Figure 4-25. As b goes to zero, the shape
becomes a knife edge. The diffraction coefficient is a function of both the edge radius
times the wavenumber k and the angle, 6, into the shadow zone, F%(0, kb). At or near the
shadow boundary, many modes must be summed to compute the diffraction coefficient and
resulting signal strength. However, in the shadow zones, the first mode is often sufficient
to model knife-edge diffraction.

The knife edge is considered the most frequently occurring diffraction mechanism
when a wave is impeded by an obstacle. The propagation factor, F2, into the shadow zone
for knife-edge diffraction falls off with range according to 1 /kR. The falloff as a function
of shadow angle is given by Sommerfield [25] as

1 1 1

F*0,kb =0) = ——|sec=(8 + ) + csc = (8 + ) 4.24)
227 2 2 ¢

For other values of b greater than about A /50, a more general form for the amplitude

roll-off into the shadow region is approximated for a Fermat surface by Keller [26,27] as

F%0,kb) = (kb)'/35—% expl—to(kb)?/*]sin(z/3)\/1/k (4.25)

where for a real dielectric surface the appropriate mode coefficients are given in [23] as
Cp = 0.910719 and 79 = 1.8557 exp(;r/3). Note that as the frequency of the incident field
increases relative to the radii of curvature (increasing kb), there is less penetration into
the shadow region (decreasing F?). Figure 4-26 illustrates the differences in the scattered
signal amplitude and angle distribution for the knife and rounded-tip edges. Figure 4-27
shows, for the two edge types, the diffracted field intensity into the shadow zone as a
function of shadow angle, 8. Note the near independence with respect to shadow angle
for the knife-edge case. The signal falloff for the rounded-tip case in the shadow zone is
significantly greater than its knife-edge counterpart.

FIGURE 4-25 =
Geometry for
diffraction into
shadow zones.
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FIGURE 4-26 =
Local diffraction
coefficient, F2,
behavior for two
types of edges.

FIGURE 4-27 =
Diffraction
coefficient for
rounded tip and
knife edge versus
shadow angle at
1 GHz.
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%] | MULTIPATH

The IEEE radar definition of multipath is “the propagation of a wave from one point to
another by more than one path” [28]. When multipath occurs in radar, it usually consists
of a direct path wave combined with other indirect path waves at an observation point. The
signal fading (or enhancing) is a consequence of the indirect wave relative phases com-
bining with the direct wave to produce constructive or destructive interference. Virtually
everyone has experienced multipath effects on modern equipment, if not with radars. For
radio and many cellular phones, sudden losses of reception in certain regions of the city
may be the direct result of multipath.

Multipath wave combinations can produce complex propagation factor profiles and
are highly sensitive to frequency, antenna patterns, sensor heights, and surface electrical
and physical properties. Surface properties can include mountains, buildings, sand dunes,
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tall grass, and discrete scatters. At frequencies below about 40 MHz the multipath field at
the observer may also include contributions from reflection off the ionosphere.

This section focuses on the simple case where the intermediate terrain is perfectly
flat. The flat-terrain case provides the foundation for extrapolating multipath principles to
more complex intermediate surfaces.

4.9.1 Propagation Paths and Superposition

When considering propagation paths itis useful to begin by defining a simple geometry. For
a monostatic radar the presence of a flat ground plane adds three new two-way multipath
fields. Figure 4-28 depicts a radar (R) tracking a target (T) above a ground plane (P).

The electric field amplitudes of the direct—direct (free-space) path wave and the three
new field path waves are as follows:

1. E,,: Path RTR (direct—direct, or DD).

2. Ej;: Path RTPR (direct—indirect, or DI).
3. E;;: Path RPTR (indirect—direct, or ID).
4. E;;: Path RPTPR (indirect—indirect, or II).

For the bistatic or one-way observer geometry (observer at point T), the geometry indicates
that only one new path is present. E; represents the direct field path to the receiver. The
bistatic paths and vectors are as follows:

1. E;: Path RT (D).
2. E;: Path RPT (D).

The indirect fields will have different characteristics from the direct path due to
reflection off a boundary and the additional path length they must travel to the observer.
The additional path length is often denoted §R. The effect of the indirect—indirect path is
commonly modeled with a virtual target, 7', that exists below the ground plane. The virtual
target—for analysis purposes—is at an equal distance below the plane as the real target (or
observer) is above it. Figure 4-29 illustrates this concept for an air-to-ground geometry.

Neglecting the small impact on amplitude due to additional path length at the target (or
observer), the indirect signal’s amplitude is modified solely by the reflection coefficient, T,
at reflection point P. With this in mind, the one-way power propagation factor describing
the coherent sum of the direct and indirect path signals at I" will be

F? = |1+ T cos(kéR)|? (4.26)
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FIGURE 4-28 =
lllustration of
multipath geometry
for ground reflection.
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FIGURE 4-29
Simplified multipath
geometry for flat
Earth and the virtual
target.
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where 1 representsthedirect-path E-field magnitude, I' isthe compl ex refl ection coefficient
of the surface, k is the wavenumber, and AR is the difference in range between the direct
path and the reflected path. For two-way geometries (e.g., radar to target and back), this
factor becomes

F4 = |1+ 2T cos(k§R) + [I" cos(ks R)]|° (4.27)

For areflection coefficient of 1, the maximum value of F2 (i.e., the maximum signal power
enhancement due to multipath) is 6 dB (4x) for the one-way case and 12 dB (16x) for
the two-way case (F*).

For most long-range, point-to-point situations where the grazing angle, y, is below
about 5 degrees, sR may be approximated by

5R = 2hyh,/d (4.28)

where hyand h; are the transmitter and target heights, respectively, and d is the ground
range between them. The specular grazing angle, ys, defined by the simplest form of
Snell’s law® can be approximated by

ha + ht) (4.29)

Vs = tan~* < d

Superposition is used to determine the effect of different ray contributionsto the total
field. Inthesimplest case, thedirect ray, Eq, and theforward scattered indirect ray, E; (one-
way geometry), interfere at an observation point (receiver). The composite field at any
receiver in amultipath environment isthe sum of the direct ray and theindirect or reflected
rays (Figure 4-30), which produce significant amplitude lobing structures at the observer.
The interference structure can aso be classified by its lobing periodicities. The higher
the frequency, the more rapidly the relative phase will change and thus the shorter the
period between interference lobes. Very smooth surfaces are classified by low-frequency

6\Whenthereflectionisinthesamemedium (n1 = ny), theangleof reflection equal stheangleof incidence.
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components compared with rough surfaces, which have higher-frequency structures of the
interference patterns lobing structure.

Figures 4-31 and 4-32 illustrate the lobing structure for the received signal as a function
of range from a receiver or target in the presence of multipath. At some ranges the signal
is enhanced over the free-space estimate due to constructive interference of the direct and
multipath rays, allowing for extended range performance of a particular radar.
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FIGURE 4-32
Multipath signal
lobing versus free
space for two-way

geometryand ' = 1.
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In the figures, note that a performance threshold isindicated for this particular radar
parameter set. In both illustrations (provided for a transmitter and receiver height of
10 meters and a transmit frequency of 10 GHz), the multipath “gain” over free space
actually extends the maximum range of the system’s performance, by almost 300 meters
inthe two-way case. Thisgain comes at the cost of multipath losses that prevent detection
at certain ranges. However, most geometries exhibit only significant losses (>10 db) over
short-range separation intervals, as seen in the figures.

4.9.2 Describing the Reflecting Surface

The surface boundary can be thought of as a combination of a macro and amicro compo-
nent. The macro component is described as a smooth semi-infinite dielectric or conductor
with classical EM properties, whereasthe micro component isdescribed in terms of rough-
nessand density/orientation. Asan example, for agrassy field the macro component would
be the general terrain profile of the field, and the micro component would be the detailed
structure of grassgrowing on thefield surface. Theroughnessof the micro feature modifies
the ideal nature of the smooth surface boundary. Figure 4-33 shows the decomposition of
areal surface structure into these two key components for analysis.

The effect of a smooth surface on a propagating wave is generally described by
its Fresnel reflection coefficient. The roughness factors are derived by either discrete
modeling or statistical approaches. For statistical approaches these roughness modifiers

Surface Boundary e

FIGURE 4-33 = Complex surface boundary decomposed into smooth and
roughness factors.

Roughness Modifier

| Smooth Surface |
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TABLE 4-5 = Surface Electrical and Physical Parameters at MMW
(n=1)

Surface Type er o+ (mho/m) oh (m) Bo (rad)
Mowed grass 10 0.001 0.01 0.1
Tall grass 10 0.001 0.1 0.2
Gravel 4 0.001 0.02 0.3
Asphalt 6 0.001 0.0004 0.36
Brush 4 0.001 0.5 0.1
Snow 25 0.001 0.003 0.25
Desert 25 0.001 0.003 0.05
Trees 15 0.001 15 0.2
Sea water 80 4 * *
Fresh water 67 0.1 * *

relate to rms height and rms slope of elemental surface facets overlaid upon the smooth
surface component [29,30]. Statistical approaches work well for bounding set prediction;
however, for higher-fidelity representation of a specific scene, discrete modeling, which
digitizesthe ray structure on the complex surface, is best. This can be accomplished with
discrete ray tracing or method-of-moments (MoM) models such as models TKMOD and
MRSIim (see Section 4.11).

For multipath analysis, surfaces are generally described in terms of three electrical
and two physical parameters: (electrical) permeability, u; permittivity, ; conductivity, o ;
(physical) rms roughness, on; and rms slope, Bo. For most frequencies of interest, these
parameters have been measured for specific types of surfaces. Table 4-5, compiled from
many sources, listsrepresentative val ues of these parametersfor anumber of surface classes
a MMW frequencies [31,32]. Note that the permittivity listed is the relative dielectric
constant, ¢, based on the ratio of free-space dielectric to dielectric in the medium. The
blank parameters marked “*” are determined from sea-state tables’ and the relationship
between surface correlation length and rms slope. For statistical model sof surfacefeatures,
the spatia correlation length, T, is given by [24]

_ 20h
 tanfo

(4.30)

The spatial correlation length describes the minimum surface distance from a given point
at which the features will have significantly changed. It can be directly measured and is
often used to infer the equivalent roughness and slope of a surface. It can aso be used
to determine terrain sampling requirements when using digital simulations derived from
measured elevation data.

Using the concepts discussed, Table 4-6 gives representative values of the physical
properties for various sea states. Given a sea state (wave height), the equivalent rms
roughness can be estimated. If the wave correlation length is al'so measured, the rms slope
can then be determined from Table 4-6, the roughness, and equation (4.30).

7Sea state is ameasure of rms wave height. See Chapter 5 for more information.
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TABLE 4-6 = Water Surface Parameters by Sea State (All Wind Values)

Sea State Type oh (M) Bo (rad)
0 Cam 0.0001 <0.0001
1 Smooth 0.0-0.03 0.0353
2 Slight 0.03-1.0 0.3097
3 Moderate 1.0-1.5 0.1368
4 Rough 1525 0.1064
5 Very rough 2540 0.1021
6 High 4.0-6.0 0.1092
7 Very high >6.0 0.1273

4.9.3 The Multipath Reflection Coefficient

The Fresnel reflection coefficient, I', that describesthe effect of the surface on the complex
voltage of the reflected wave is a combination of the smooth earth Fresnel reflection, g,
the spherical earth divergencefactor, D, and the sum of both specular and diffuseroughness
modifier components, ps and pq, respectively. Thisrelationship is

I' =T0oD(ps + pa) (4.31)
Each of the components of T" is discussed in the following subsections.

4.9.3.1 Fresnel Reflection Coefficients

For most surfaces of interest the Fresnel reflection coefficient, I'g, may be expressed for
polarization parallel and perpendicular to the plane of incidence (the surface) according
to[31]

W _ Y2sny — /Y2 —co?y
° 7 Y2dny + /Y2 —cod y
[HH _ siny — /Y2 —cos?y
0 siny + /Y2 — cos? y
where Y isthe boundary admittance and y isthe grazing angle. The boundary admittance
isdefined as Y = ./erc/uurc, Where ;¢ is the relative complex magnetic component
of admittance and &, is the relative complex dielectric constant. In most cases i, is

simply 1.0. & is given by the combination of the relative dielectric constant, ¢, and the
conductivity, o, as

(4.32)

Ere =& + & (4.33)
jo
where w isthe radian frequency of the wave.
For many surfaces of interest (e.g., desert, sea water, grass), the Fresnel reflection
coefficient, I'o, is typically —1.0 at lower frequencies on long-range ground-to-ground
links.2 Figure 4-34 demonstrates the computed magnitude and relative phase of the

8This is primarily due to Brewster's angle being above the very low grazing angle in these geometries,
The phase is based on Stratton’s convention [33], where the reflected polarization perpendicular to the
boundary (vertical) is 180 degrees out of phase with the incident wave.
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Based on the Fresnel equations, two key angles are of interest for radar propagation:

the critical angle and Brewster's angle. The critical angle, 6, allows al the energy to be

reflected off the boundary layer. When considering long-range communication or OTH
radar propagation, both of which operate via one or more reflections off the ionosphere,
the critical angle is often used to ensure full reflection off a particular boundary when

multipath isin again condition. It is given by

. E2V2 . €2 .
Oc =sin ', /== =sn /25 =snt g
E1V1 &1

where ¢, isthe relative dielectric constant between the two layer boundaries.

Brewster’'sangleisthe grazing angle at which al of theincident energy istransmitted

into the boundary with no reflection; there is no multipath field. It is given by

. €2 _ €2 _
fg =sint,/ =tan !, /= =tan! /e
&1+ &2 &1

Brewster’ sangleismost often exploited for ground-to-ground communi cationsand ground-
to-space applications. Since the energy incident on the boundary is not reflected, it cannot
interfere with the reception at a receiver. Figure 4-35 plots the critical and Brewster's

angles versus relative dielectric constant of the boundary.

(4.34)

(4.35)
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FIGURE 4-34
Fresnel reflection
coefficient
(magnitude and
relative phase)

for a desert surface.
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FIGURE 4-35

Key reflection/
transmission angles
versus relative
dielectric constant
of the boundary.
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In many ground-to-ground engagements, the grazing angle to the surface is much
less than 1 degree. In air-to-ground engagements, the grazing angles can vary widely.
The angle at which the vertically polarized E-field reflection coefficient reaches zero and
the phase changes by 180 degrees is Brewster's angle, discussed earlier. At angles near
Brewster’s, the incident energy is largely transmitted into the medium, leaving less to be
forward scattered to form amultipath ray. Table 4-7 providesthe value of Brewster'sangle
for several terrain types at 35 GHz.

For grazing angles below those listed, no circular polarization sense change is ob-
served in the scattered field. However, the closer the grazing angle isto Brewster's angle,
the more the vertically polarized scattered component is attenuated, thus causing an im-
balance between the V and H vector components of a circularly polarized incident wave
and converting the scattered wave to eliptical polarization. For grazing angles above
Brewster’s, circular polarization sense flips on the reflected wave such that right-handed
circular (RHC) becomes | eft-handed circular (LHC) and vice versa.

TABLE 4-7 = Computed Brewster’s Angle for Selected
Surfaces at 35 GHz

Surface Type Brewster’s Angle (Grazing; in Degrees)
Desert 323
Grass 17.5
Gravel 26.6
Snow 323
Sea water 6.4

Perfect conductor 0.0 (e.g., sheet of metal)
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4.9.3.2 Divergence Factor

When aradar beam isreflected off aflat, perfectly conductive surface, it can be argued that
the amplitude of the reflected beam equals that of the incident beam. This means that a
direct and indirect ray arriving at atarget will have approximately the same power. Thisis
not the case when the reflection occurs on asmooth spherical surface, such aswhen aradar
beam isreflected off asmooth, calm sea. Due to the curvature of the spherical surface, the
reflected waves will diverge instead of following a parallel path, as seen in Figure 4-36.
Therefore, the divergence factor, D, isincorporated to account for this beam divergence.

For the geometry defined in Figure 4-36, wherethe grazing angle, v, isassumed small
such that sin(2y,) ~ 2y, it can be shown that

PO P (4.36)
Tt 24 '

This approximation for ¢ can be used in an expression for D given by Kerr [24], p. 99, to
obtain

D~ |1+

2 —1/2
22(r —ry) ] (437)

ar (hy — (r£/22))

whichisvalid for small grazing angles, .

Most radar applications involve ranges that do not exceed the standard atmosphere
radar horizon. For these applications, the impact of the divergence factor is negligible
(eg., D = 1). In very long-range applications, the curvature of the earth can have a

Radar Radar’s incident

beam region Reflected
beam’s region

.- .
JPiad v )‘
Target * ¢+
[ \
v

------

151

FIGURE 4-36
Geometry for
reflections from a
spherical, smooth
earth.
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FIGURE 4-37
lllustration of
specular to diffuse
scattering transitions
with increasing
surface roughness.
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significant impact on the total reflection coefficient. This impact, coupled with a rough,
curved surface, yields a more complex situation more fully described in Beckmann and
Spizzichino [34].

4.9.3.3 Roughness Factors

Theroughnessfactors, pos and pq, modify thereflection coefficient, I', asshownin equation
(4.31). Specular scattering isgenerally described as apoint reflection at Snell’sanglefrom
the intermediate surface. Diffusely scattered fields emanate from a spatialy distributed
area known as the glistening surface and decorrelate more rapidly than the “coherent”
specular terms. Diffuse interference typically does not cause persistent signal fades but
has been shown to contribute residual error in track processors.

Assurfaceroughnessincreases, the dominant scattered wavetransitionsfrom specular
to diffuse (Figure 4-37). In specular scattering, the reflected wave is a close replica of the
incident wave and can cause coherent interference patterns at the receiver. In the limit,
diffuse scattering is nearly hemispherical (also known as a Lambertian reflectance, or
scattering in the case of light) but with lower gain in any particular direction (i.e., afuzzy
replicaof theincident wave). Diffuse energy thustendsto “splatter” over abroader region
of angle space.

Conservation of energy dictates that, when specular reflection is reduced, diffuse en-
ergy becomes more significant inthe scattered field and also impliesthat surfaceroughness
isincreasing. In general, specular multipath occurs when the surface roughness is small
compared with the wavelength and diffuse multipath becomes significant when roughness
is higher compared with the wavel ength. Beckmann and Spizzichino [34] observed that in
the limit for nondirectional antenna, the maximum value of the diffuse roughness factor,
od, 1S 0.5. Figure 4-38 illustrates the magnitude of the specular and diffuse roughness
factors as a function of normalized roughness. The normalized surface rms roughness
value, o}, takes into account the perceived roughness at a specific radar frequency and the
grazing angle according to

Oh

op = 0 siny (4.38)

Specular Scattering  The specular fieldisessentially ascaled replicaof thetransmit signal
delayed by A R/c seconds. The amplitude of the specular roughness factor ps is given by

2

dr . 2 ,
los| = exp (_TUh sin )/) = exp (—4na}) (4.39)

The phase of the specular roughness factor, ¢, includes the Fresnel term and aterm due
to the extra path length,

s = ¢Fresnel +kéR (4-40)
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For temporally varying surfaces (e.g., wind-blown trees, water), the specular rough-
ness factor should not be modeled as a constant but as a pseudo-random process that
captures the temporal, spatial, and frequency decorrelation statistics appropriate for the
surface type. The power spectrum is generally modeled as a low-pass function with a
cutoff frequency, wc, determined from the decorrelation time, T, according to

2
we = — (4.41)

An exampl e of measured autocorrel ation functions for scattered field amplitude from
amoving terrain (nominal sea condition) is given in Figure 4-39. Additional examples of
clutter correlation statistics are given in Chapter 5. The decorrelation point is generally
considered to be the time lag at which the normalized autocorrelation function first fals
toavalue of 1/e, or about 10% of itsoriginal amplitude. In Figure 4-39, the decorrelation
timeis evidently on the order of 1 second.

Diffuse Scattering  The magnitude of the diffusely scattered field is computed from the
geometry, rmssurfaceroughness, and slope parameters. Because of conservation of energy,
the magnitude of the diffuse refl ection coefficient will be limited by the specular reflection
magnitude [36]. Based on this conservation principle and the maximum values observed
for diffuse scatter in the presence of a strong specular field [34], the magnitude of the
diffuse roughness factor contribution (in the limit) can be approximated by

’pdlimit| = 0.5V (1— |psD (4.42)

This value was used to estimate the diffuse magnitude as a function of specular
magnitude in Figure 4-38. Consider the geometry shown in Figure 4-40. The nominal
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FIGURE 4-38
Specular and diffuse
roughness factor
transition versus
normalized surface
rms roughness.
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FIGURE 4-39 =
Decorrelation data
from nominal
sea/wind condition.
(From Meyers [35].
With permission.)

FIGURE 4-40 =
Diffuse primary
scattering geometry.
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component amplitudes for each of the diffuse roughness factors, pg, ,, are approximated

by [34]
R? tan?
[ [ a—— (4.43)
! Rl R2 tan ﬂ() tan ﬂ()

where B is the difference between the surface normal and bisector angle of the incident
and reflected rays (R,,R,41), and By is the rms surface slope parameter.
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» Direct Path

» Indirect Path

The phase of the diffuse energy is based on the extended path length to two primary
reflection points (points A and B in Figure 4-40) directly in front of the transmitter and
receiver. The effects of the antenna gain pattern must also be included in the computation
of amplitude and phase for scattered rays at the appropriate indirect angles. Similar to
the specular reflection case, a random process model is needed to account for temporal
decorrelation of each diffuse reflection component.

4.9.3.4 Angle Error

Specular multipath is a source of angle error biases. For a monopulse tracking system (see
Chapter 18), these bias errors decorrelate very slowly and can lead to significant residual
errors in the tracking filter. On the other hand, a shorter wavelength causes associated
increases in diffuse multipath contributions that can be significantly reduced (but not
eliminated) by simple temporal integration or averaging. Similar results can occur with
narrow-band Doppler filtering. In low-angle applications where the tracker illuminates
both the true target and the virtual target created by the indirect paths, the indicated angle
is that of the equivalent two-scatterer target of Figure 4-29. In these cases the rms angle
error caused by multipath can be computed from [36]

o _ /:’593
T /BG(peak)

where 03 is the one-way 3 db beamwidth of the tracking antenna, and G;.(peak) is the
ratio of the antenna gains for the direct path target and the indirect path image at angles
shown in Figure 4-41a and Figure 4-41b.

Angle errors due to specular multipath reflection are summarized for two example
surface roughness values in Table 4-8 for a low-angle ground-to-ground geometry where
the aperture size was limited to 5.5 inches.” When the terrain is very smooth, all the system
“sees” is a very high specular reflection. As the surface roughness increases, the higher
frequency systems see the earth as an increasingly rough surface, thus reducing the mag-
nitude of specular reflections and associated error biases. Multipath usually impacts only
the elevation plane with angle errors, although diffuse multipath, which emanates from a
wider surface area, can induce residual errors into the azimuth plane.

(4.44)

4.9.3.5 Classification Error

The presence of additional target images at range delays R can also cause the true target
to have an extended length, which can cause problems for classifiers using target length
as a discriminant. For the one-way case, a replica of the true target will exist at a range

9This aperture size produces a 3 dB one-way beamwidth of 13 degrees at 10 GHz and 3.6 degrees at
35 GHz.
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FIGURE 4-41 =
Ratio of antenna
gains at direct and
indirect path angles.
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FIGURE 4-42

ISAR image of a tank
located over a
smooth surface.
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TABLE 4-8 = Elevation Angle Error for Two
Frequencies and Surface Roughness Values

(Gse(peak) = 1)
Roughness 10 GHz 35 GHz
0.1lm 67.2mr 21.1 mr
10m 66.5 mr 19.6 mr
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delay of §R. For the two-way case, replicas of the true target will exist at range delays of
SR and 26R. The replica at §R for the two-way case can aso be larger in amplitude than
the true target if the reflection coefficient on the surface is high. For a distributed target
(e.g., ships, tanks), each dominant scatterer may have these replicas causing the scatterer
distribution to significantly change over free space. Figure 4-42 illustrates the distribution
of two-dimensional scattererson atank target at 35 GHz and the ghost image created by the
multipath bounce at range delay §R. For this two-way geometry, the third image located
at 26R is below the threshold of the gray scale, indicating that the reflection coefficient
was below 0.7 on the surface.

| | SKIN DEPTH AND PENETRATION:
TRANSMITTING THROUGH WALLS

Most materials other than metal are poor conductors to radar waves, and, instead of the
waves being reflected, the waves will penetrate into or through the material. Skin depth
describes how far asignal penetrates past aboundary and into amaterial. When applied to
the transmission of EM wavesthrough walls, ground,'® and other obstacles, it is customary

10Ground-penetrating radar (GPR) is another application in which these principles apply. GPR systems
generally use a specialized waveform (impul se approximations or monocycles) to maximize energy into
the medium.
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to define the skin depth or depth of penetration, 8, as that distance at which the transmitted
wave intensity has been attenuated to 1/e of its value at the wall surface.
For “good conductors” the skin depth or penetration of the wave at normal

incidence is
2 1
5= = (4.45)
WOy 7 fuoy

where fis the frequency (Hz), w is the material’s permeability (H/m), and oy (S/m) is the
material’s conductivity. A number of material properties useful for computing skin depth
have been compiled by Neff [37]. If the skin depth is greater than the thickness of the
material, then the attenuated wave will exit the boundary into the next medium.

Data on the penetration of radar waves into different material types and thicknesses
have been published in a number of references, most notably in [38-41]. Figure 4-43 shows
attenuation versus carrier frequency for several common wall materials. As expected, the
losses generally increase with higher frequency.

While in the medium, the radar wave will slow down due to the refractive index
change. The phase velocity in the medium is given by

C
vp =~ (4.46)
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FIGURE 4-43 =
Radar wave
penetration through
some standard
materials.
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FIGURE 4-44
Radar wave range
delay through
boundary materials
with three refractive
indexes.
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where c is the speed of light (free-space phase velocity, or 3 x 10° m/s), and n is the
refractiveindex of the material. Thus, the thicker the material and the higher the refractive
index, the longer the propagation time through the material . Figure 4-44 illustrates the ad-
ditional time (range) delay of awave propagating through amaterial of variousthicknesses
for three refractive indexes.

Thiseffect can be quite substantial. Themore material in the path, themoredelay isin-
curred by the propagating wave. Thisisadifficult obstaclefor time of arrival measurement
systems that must see through many walls into buildings.

I | COMMERCIAL SIMULATIONS

Numerous currently available computer models in government and industry may be sub-
jectively classified as off the shelf or developmental. Following is alist of a number of
such models, with links to websites providing more information on these ssmulations:

» TIREM (Terrain Integration Rough Earth Model)
http://www.alionscience.com

 LEIBE MPM (Microwave Propagation Model)
http://adsabs.harvard.edu/abs/19891JIMW..10..631L

+ TKMOD5C
http://www2.€el ectronicproducts.com/PrintArticle.aspx?ArticleURL=
CAERP5.NOV 1994

* COMBIC (Combined Obscuration Model for Battlefield-Induced Contamination)
http://www.ontar.com

» XPatch
http://www.sai c.com/products/software/xpatch/
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TABLE 4-9 = Propagation Model Utility and Fidelity Assessment Matrix

Model Atmos Atmos Atmos Surface Surface Surface
Name Atten Refraction Turbulence Intervisibility Diffraction Multipath
TIREM ) O O ) @) )
LEIBE MPM @) O ) O O O
TKMOD5C ) O O @) O o
COMBIC ) ) ) O O O
XPatch ) O O @) ) )
MRSIM ) O O @) O @)
EREPS ) @) O @) O O
TEMPER @) @) O O O O
PCPEM @) @) O @) O O

* MRSIM (Multispectral Response Simulation)
http://resrchnet.com/products.htm

* EREPS (Engineering Refractive Effects Prediction)
http://areps.spawar.navy.mil/2858/sof tware/ereps/readerep.txt

* TEMPER (Tropospheric Electromagnetic Parabolic Equation Routine)
http://www.j huapl .edu/techdi gest/td2502/ Awadal | ah. pdf

» PCPEM (Personal Computer Parabolic Equation Model)
http://www.nat-hazards-earth-syst-sci.net/7/391/2007/nhess-7-391-2007. pdf

In most cases, closed-form solutions include a number of limiting assumptions and are
generally thought to be rules of thumb for quick analysis insight. Many current codes
combine closed-form solutions with digital terrain and wave representations.

Table 4-9 attempts a rating of the tools based on algorithm level of fidelity for each
propagation mechanism. Thismatrix isnot intended to be compl ete, nor doesit indicate an
endorsement or criticism of each code. Itisprovided only to demonstrate numerousoptions
to the reader for assessments of mechanism impacts in more complicated scenarios. Note
that all the probable mechanisms are covered by at least one of the identified models. For
each of the mechanisms, one of threerating levelsislisted:

o No Support for Mechanism: The simulation doesn’t predict or incorporate
effects of the propagation mechanism at all.

o Low/Medium Fidelity: The simulation or model uses rule-of-thumb solutions
and presumes homogenous or uniform distributions and occurrences throughout
the medium. Phenomenological variants are represented in asimilar manner.

o High Fidelity: Thesimulation or model usesdiscrete models or seriesexpansions
to closely emulate the physics of a particular mechanism (e.g., MoMs, geometric
optics) and can support multiple variants of a basic phenomenology.

In al of these cases, validation data of significant volume are not present to completely
assessthe accuracy of indicated codes. Most modelsare validated only against “idealized”
measurement dataover afew conditionssince no generalized approach completely predicts
anomalies in the measured data.

For additional propagation models, visit either the website of the International
Telecommunications Union (http://www.itu.int), which contains many propagation
models suitable for a variety of applications, or the European Communications Office
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(http://www.ero.dk/seamcat), which has a free download of a Monte Carlo method for
propagation modeling and simulation and analysis.

| | SUMMARY AND FURTHER READING

This chapter addresses most, but not all, key propagation mechanisms; anumber of other
mechanisms and techniques not discussed include the following:

1. Atmospheric emission. Atmaspheric constituents produce thermal emissions that
increase the background noise temperature. The thermal emission is proportional
to the absorption due to, for example, atmospheric gases, rain, clouds, fog, dust,
and smoke. Emission must be taken into account not only along the path between
the radar and the target but beyond the target as well. This effect depends on
the frequency and elevation angle as well as on the absorber characteristics and
temperature. An increase in the background noise temperature (i.e., “ sky noise”)
can affect the performance of surface-based air surveillance, space surveillance,
and ballistic missile defense radars.

2. Surface wave propagation. Surface wave (or ground wave) propagation is used
by some HF radars to provide coverage to ranges well beyond the conventional
radar horizon but short of the coverage provided by ionospheric propagation. Such
coverage extends into the coverage gap known as the ionospheric “ skip zone.”

3. Ground-penetrating radar. There has been considerable research and devel opment
activity in the area of ground-penetrating radar in the last 10-15 years, including
some commercia applications. Radar has also been used to probe theice sheets of
Greenland and Antarcticato depths of several kilometers. In addition, two subsur-
face radar sounders (VHF and UHF) arein orbit around Mars. Propagation in soil
or ice presents some unique issues and challenges.

4. Atmospheric turbulence sensing. There has been considerable research and devel -
opment activity in the area of sensor fusion (MMW radar and LADAR) combining
to detect clear air turbulence phenomenafor aircraft.

5. Trans-ionospheric propagation. Space-based radars are becoming more commonin
both civil remote sensing and military applications. Surface-based ballistic missile
defense radars may be required to detect targets outside the atmosphere. Both
of these applications must use trans-ionospheric propagation paths. lonospheric
effects can degrade the measurement accuracy of severa parameters including
range delay, direction of arrival, and polarization.

In addition to the books on propagation listed in the reference section [3,7,20,24,34],
some additional texts are recommended for further reading and investigation for readers
both new and ol dto the subject. Each hasmany strong pointsto recommend, and, depending
on readers specific interests, should provide a good starting point for getting into the
literature of radar propagation.

Blaunstein and Plohotniuc [50] is recommended for those needing a detailed back-
ground in propagation associated with the ionosphere. It is more specific and at a much
deeper level than the other books listed here. Blaunstein and Christodoulou [51] isavery
complete book. Despite its orientation toward wirel ess communications, its core material
isalso useful for radar propagation and covers several topic areas the other recommended
texts do not, such as statistical variations in propagation models.
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Seybold’'s book [52] not only covers the basics of RF propagation but is also an
especially good introduction to the variety of modeling techniques for RF propagation.
Barclay [53] provides a very complete text on RF propagation, at a more detailed level
than most of the other recommended books. There is good coverage of several of the key
recommendations for further reading on propagation.

An excellent one-book compilation covering the impact of land and sea on radar
propagation, covering not only the usual effects of reflection, refraction, and diffraction
but also theimpact of clutter on radar returnsisLong [54]. Lavergnat and Sylvain [55] give
agood introduction to RF propagation, with many worked examples for those wanting to
get afeel for the quantitiesinvolved in propagation problems. Last but not least, Shibuya's
[56] book, athough older, is very complete and comprehensive.
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| PROBLEMS

1

In a specific application the low-frequency (VHF/UHF) radar wave must propagate through
continuous rain (high humidity) while remaining low to the earth’s surface. The surfaceisvery
smooth (low rms roughness) and extends for great distances. Which propagation mechanisms
are likely the most significant?

There are three significant mechanisms in a two-way path between the radar transmitter and
receiver. The presence of multipath provide a propagation factor of 0.8, while atmospherics
(rain and fog) provide factors of .95 and .99, respectively. What is the total propagation factor
for the path?
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3. A 1 watt EM wave of frequency 1 GHz travels through free space at the speed of light (3 x

108 m/s) from a source for atime of 10 usec. What is the distance traveled and the total phase
change (in radians) the wave has traversed?

An EM wave travel s through a heterogenous atmosphere with rain, fog, and clear air. For each
type the distances are 2 km for rain, 1 km for clear air, and 2 km for fog. The attenuation for
each of thesetypesislisted as 1 db/km, 0.3 db/km, and 0.7 db/km two-way, respectively. What
isthe total one-way propagation factor for this path in db?

What is the one-way attenuation from clear air at standard atmosphere for a 10 GHz radar at
atmospheric temperature 273.15 Kelvin and 59% humidity?

What isthe attenuation for a 10 GHz radar signal traveling 10 km with a2 km dust cloud in its
path? The dust cloud has a 1.0 extinction efficiency and a concentration of 0.0001 g/m?® in the
2km area.

7. What are the general criteriafor an edge classification asa“knife’ or “rounded tip”?

8. Which edge classification provides the lowest scattered energy in the shadow zone and inter-

10.

11

12.

13.

14.

15.

16.

17.
18.

ference regions?

What is the magnitude of the diffracted wave off a A/50 radius of curvature knife edge when
the incident wave has magnitude 1 and a 15 degree shadow angle from the edge?

Which linear polarization component offers a reduction in multipath scattering due to Brew-
ster's angle?

What isthe spatia correlation length of arough surface with rms slope of 0.1 degrees and rms
roughness of 0.1 meters?

When atransmitter and receiver (or target) are at low dtitude, long range, and smooth inter-
mediate surface, which roughness component dominates the reflection coefficient?

What are the specular reflection angle and range delay values for a transmitter located at
2 meters altitude and a receiver located at 4 meters altitude in a one-way link geometry when
the two are separated by 100 meters?

Using conservation of energy principles on the roughness factors, what is the magnitude of the
diffuse term if the specular reflection coefficient is 0.7?

What i sthe maximum received signal amplitude gain when the geometry is setup to coherently
add all two-way reflection components from a 1 watt transmitter?

What is the rms angle error in elevation for a tracking radar with a one-way 3 db beamwidth
of 2 degrees, adirect/indirect path gain ratio of 0.7, and aground reflection coefficient of 0.87

For a5 GHz radar, what is the loss through a single concrete block wall?

What isthe additional range delay over free space for awave propagating through two 12 inch
thick walls with refractive index of 5?
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i | INTRODUCTION AND DEFINITIONS

5.1.1 What Is Clutter?

Radar clutter is aradar return from an object or objects that is of no interest to the radar
mission. For example, the mission of many radar systems is the detection and tracking of
“targets’ such asaircraft, ships, or ground vehicles. To these systems, clutter isconsidered
to be an interfering return from a natural object such as precipitation, vegetation, soil
and rocks, or the sea. However, to radars designed for remote sensing such as synthetic
aperture radar (SAR) imagers, these objects may be the primary targets of interest. For
this chapter, it will be assumed that targets of interest are man-made while natural target
returns are unwanted (i.e., clutter).

5.1.2 Comparison of Clutter and Noise

Chapter 3introduced detection in the presence of random noise, including noise properties
and the effect on detection of targets. The returns from natura clutter can be strikingly
similar to the effects of noise on detection yet also be quite different. So, how do clutter
returns differ from noise effects? Figure 5-1 shows a high (fine) resolution (1 ft x 1 ft),
two-dimensional (2-D) SAR image of a suburban terrain scene near Stockbridge, New
York, collected from an airborne platform [1]. As can be seen from the figure, some areas
appear uniformin nature (e.g., grassy lawns), while others appear quite nonuniform (e.g.,
trees and man-made structures). The high-resol ution image shown in Figure 5-1 produces
significantly different clutter properties from alower-resolution radar, which averages out
much of the structure shown inthefigure. Asan introductory text, this chapter will discuss
the characteristics of lower-resolution (real-beam) systems.

165



166 CHAPTER 5 | Characteristics of Clutter

FIGURE 5-1 =
Synthetic aperture
radar image of
suburban terrain.
(From Novak and
Owirka [1]. With
permission.)

Table 5-1 summarizes the primary differences between clutter returns and receiver
noise. Random noise, although varying with time, exhibits a specific set of characteristics:

» Theprobability density function (PDF) isRayleigh for alinearly detected (voltage)
signal, or exponential® for asquare law detected (power) signal (see Chapter 3 for
adescription of the Rayleigh and exponential PDFs).

e The width of the autocorréelation function (ACF) is approximately the inverse of
the receiver bandwidth.

e The power spectral density (PSD) function (power spectrum) width is approxi-
mately equal to the receiver bandwidth.

Clutter statistics can be similar to those of noise when the natural targets are com-
posed of small, nearly equal-sized scatterers but can be quite different when the nature of
the scatterers change or scatterers of differing types (e.g., a tree line) are present in the
radar field of view. For this case, amplitude distributions having much longer “tails’ than
the Rayleigh distribution have been observed. Finally, although noise is independent of
transmitted frequency, spatial position, and environmental parameters, clutter varieswith
all of these parameters, making clutter characterization very complex.

1The exponential PDF is sometimes called a Rayleigh power PDF. Confusingly, thisis sometimes short-
ened to just Rayleigh PDF, even though the mathematical form intended is the exponential PDF. The
Rayleigh PDF describes the amplitude (magnitude) of the noise signal; the magnitude squared (power)
is described by an exponential PDF.



TABLE 5-1 = Clutter Signals versus Noise

5.1

| Introduction and Definitions

Noise Signal

Clutter Signal

Amplitudeindependent of transmitted radar signal level
Wide bandwidth
(limited by receiver noise bandwidth)
Statistically independent between pulses
Amplitude variation described by Rayleigh statistics

Average valueis constant and independent of spatial
position

Independent of transmitted frequency

Independent of environmental parameters

No spatial component

Amplitude proportional to transmitted radar signal level

Narrow bandwidth
(created by scatterer motion)

May be highly correlated between pulses

Amplitude variation may vary from none to extremely wide
(log normal or Weibull statistics)

Time average will differ between spatial samples as the clutter
types change

Varies with changing frequency

Can vary with changing environmental conditions

Varies with beam position and resolution

Source: Adapted from Long [2]. (© 2006 | EEE. Used with permission.)

Radar

A\

FIGURE 5-2
Radar scan over
clutter scatterers
illustrating lines of
constant range.

Clutter

Scatterers
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Lines of Constant
Range

Figure 5-2 shows a typical situation where the radar beam illuminates a number of
scatterers, each having a different reflectivity, oj, and distance, d;, from the radar. Lines
of constant range to the radar form ellipses on alevel surface. The electric field amplitude
(horizontal or vertical polarization component) measured at the radar dueto the echo from
thei-th scatterer will be proportional to the square root of the received power given by the
radar range equation

PtGZ)\.ZO'i
(4m)3Ls0?

172 _
|Ei| = ] — kY% (5.1)

d?

where P, is the transmitted power, G is the antenna gain, X is the wavelength, and Ls is
the system loss (including hardware and atmospheric losses) as discussed in Chapter 2.
The constant, k, absorbs all the factors that are the same for each scatterer. The phase of
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FIGURE 5-3 =
Vector summation
of scatterers at
different positions
and ranges.

(a) Geometry of

multiple scatterers.

(b) Vector
summation forms
resultant E-field
amplitude.

CHAPTER 5 | Characteristics of Clutter

Lines of
Constant Range

n Scattering Centers

(a)

the received electric field, relative to the phase of the transmitted wave, is determined by
the scatterer reflection phase, 6;, and the two-way propagation distance:
4T”di =0+ ¢i (52)
Scatterers located at the same range will generate echoes that return with the same time
delay and phase at the radar, assuming that each scatterer has the same reflection phase (i.e.,
6; = ) for some constant, 8. However, scatterers with slightly different ranges but falling
within the same beam or range bin interval will have different echo phases. As shown in
Figure 5-3a, the total return E-field amplitude at the radar is therefore proportional to the
vector summation of the electric field amplitude and phase of each group of scatterers
contributing to a single radar measurement. This resultant E-field is given by

ag; . 4
s=Lr= e[ (e
k 4
~ gy (Fave)) o

k/
= 5o expl o]

where d is the nominal range to the resolution cell and o is the equivalent radar cross
section (RCS) of the total clutter return, and ¢ is the equivalent phase. This process is
illustrated in Figure 5-3b. The complex quantity /o exp[j¢] is called the backscatter
coefficient of the clutter.

As the radar beam scans across the scatterers in the scene, the range to the particular
scatterers in the beam changes so that the resulting equivalent RCS changes. This variation
in return has come to be known as “speckle”: the “noise-like” returns resulting from the
random summation of individual scatterer echoes. The reduction of this characteristic,
“despeckling,” is very important in SAR processing. As the beam scans farther, new
scatterers enter the beam, while other scatterers leave the beam. For a mechanically scanned
system, the changes are smooth, while for an electronic scan system the changes occur
abruptly as the beam is step-scanned. As long as the scatterers illuminated at any given
time are similar in amplitude and phase, the return will exhibit noise-like statistics with
constant parameters. However, if the beam scans across a set of scatterers that are physically
different the character of the return can change. An example is scanning from a grassy
field to a line of trees, which would likely result in an increase in the echo strength and thus
the equivalent RCS. Also, the presence of one or two large scatterers among the smaller
scatterers can cause the return to exhibit very nonnoise-like statistics.

arg {E;} =6 —
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Sincethereturnsfrom clutter vary by type, polarization, environmental, and geometric
conditions, itisvery difficult to model clutter mathematically. Attemptsto do so arebriefly
discussed in Section 5.3. More practically, many experiments have been conducted to
measure clutter returns as functions of the various dependent parameters. Practical clutter
modeling usually involves a combination of empirical and theoretical results.

5.1.3 Basic Definitions

5.1.3.1 Scattering Coefficients

To use published data on clutter, methods must be defined to normalize the returns so
that data can be applied to many different radars and applications. One form of the radar
equation can be written as

Pt Gz)\ZO'

= LR (5.4

)
where the variables are the same as in equation (5.1). This form of the radar equation is
suitable for point targets (i.e., targets much smaller than the resolution of the radar) but is
not convenient for distributed targets such as clutter, where many scatterers contribute at
once to the total echo. Thus, equation (5.4) must be modified to account for the area or
volume defined by the beamwidths and range resolution of the radar.

For surface clutter it is convenient to define the radar cross section per unit area, or
surface reflectivity,

o_?%
A

where o is the total RCS of the contributing clutter, and A is the area of the contribut-
ing clutter defined by the radar beam intersection with the surface. The units of ¢° are
meters’/meters’so that o0 is unitless. It is often expressed in the literature in decibels,
denoted dBsm/sm.

For volume clutter, the radar cross section per unit volume, or volume reflectivity, is
defined as

(5.5)

o

=y (5.6)
where V is the volume defined by the radar beam and range resolution cell. The units of
n are meters?/meters®, or meter 1. It is expressed in the literature in decibels per meter.

Given o9, the area A to be used in computing clutter RCS using equation (5.5) for
surface clutter is determined by the beamwidths and the range resolution of the radar.
Two situations arise: (1) the case where the range resolution is large compared with the
projection of the vertical beam width onto the surface; and (2) the case where the range
resolution is smaller than the projection extent. In the beam-limited case, the result for
the beam area on the ground was

A = 7 R%tan (@) tan (ﬁ) cscs (5.7)
2 2

where ¢3 and 03 are the azimuth and elevation beamwidths of the antenna, respectively,

and § isthegrazing angle of the antennaboresight with the clutter surface. For beamwidths

less than about 10 degrees the small angle approximation tan(x) ~ x is valid, and
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equation (5.7) becomes

RZ
A= ”7934)3 cscs (5.8)

Note that since the clutter area grows as R? due to beam spreading, so will the clutter
RCS, o. When used in equation (5.4), the resulting received power due to a constant
clutter reflectivity will be proportional to R=2 instead of the R=* proportionality seen for
point targets. Thus, beam-limited surface clutter power does not decline with range as
rapidly as does point target power.

In the pulse-limited case, the area defined by the beam and pul se width on the ground
isgiven by

% %
A= (C—T) 2Rtan (—3) secé = crRtan <—3) secé (5.9
2 2 2
and, again, if the beam width islessthan 10°, a small angle approximation gives
R
A= (C’293> secs (5.10)

Note that in this case the clutter areais proportional to R instead of R?. Consequently, the
pulse-limited echo power from constant-reflectivity surface clutter declinesas R=3. If the
radar uses pulse compression techniques (see Chapter 20) to obtain fine range resolution,
then the radar range resolution in meters should replace the factor cz /2 in equations (5.9)
and (5.10).

Thegrazing angle at which the clutter cell areatransitions from the beam-limited case
to the pulse-limited case can be found by setting the pulse- and beam-limited areas equal
to one another and is given by

Rt 2
tans = L@?’/) (5.12)
ct
or, for small antenna beamwidths,
T R(bg
tand = 512
2ct ( )

When the value of tan § exceeds the value in equations (5.11) or (5.12), the beam-limited
case applies. Conversely, when tan § islessthan that value, the pulse-limited case applies.

Note that the beamwidths used in the previous equations are assumed to be the 3 dB
two-way beamwidths. Actual radar beams are not rectangular, so some errors can occur
in beam area and clutter power estimation based on the actual beam shape and sidelobes.
These errors can be significant for airborne pulse-Doppler processors.

The previous discussion can be applied to areaclutter (e.g., ground, sea). For comput-
ing the equivalent RCS of atmospheric clutter using equation (5.6), the reflectivity, n, and
the resolution cell volume, V, defined by the radar beam and the pulse width are needed.
Since air search radars are amost aways narrow beam, the small angle approximation
formulais usually adequate. Thisis given by

= (2)(2)(©)-(T2)(5) e
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Again, the actua range resolution should be used in place of the (ct/2) term in pulse
compression radars.

5.1.3.2 Clutter Polarization Scattering Matrix

The scattering properties of clutter are dependent on the transmitted and received polar-
ization. This effect is quantified by the use of a 2-by-2 matrix known as the polarization
scattering matrix (PSM), S [3]. Equation (5.14) gives a form of the matrix expressed in
terms of vertical and horizontal polarization:

S_ /oan e-j DHH /Gy e-j(ﬁHV (5.14)
/o‘VH eJ AVH /O'W eJ dw '

The first subscript represents the received polarization, while the second represents the
transmitted polarization. For example, thelower left term in the matrix describesthe verti-
cally polarized received voltage signal component in response to a horizontally polarized
transmitted signal. In fact, a matrix can be developed in terms of any two orthogonal
polarizations, including circular and elliptical polarizations.

Thetermsin the complex matrix Srepresent the backscattering coefficients of the clut-
ter for four polarization cases: (1) transmit and receive horizontal polarization; (2) transmit
horizontal and receive vertical polarization; (3) transmit vertical and receive horizontal
polarization; and (4) transmit and receive vertical polarization. For a specific frequency
and geometry of the radar and a specific set of environmental parameters, the polarization
scattering matrix contains all of the available information about the clutter return at the
time of the measurement.

Unfortunately, a radar that can transmit and receive all four polarizations is both
complex and expensive. Fortunately, for the case of a monostatic radar the reciprocity
theorem[3] requiresthat thetwo “ cross polarized” termsare equal, that is, oy = oy and
dvn = ¢nv. Thus, only three complex polarization values must be measured to determine
the full scattering matrix.

Much work has been done to try to exploit the information inherent in the scattering
matrix to identify targets in the presence of clutter. Holm [4] and others have attempted
to use the scattering matrix to separate targets from clutter aswell asto identify classesor
types of targets on the theory that the PSMs of man-made targets and natural clutter will
be significantly different. He determined that, to be effective, high-range and azimuthal
resolution isrequired so that individual range-azimuth cells contain only target returns or
only clutter returns. If cells contain a mixture of both target and clutter returns, the results
aremuch lessuseful evenif theclutter returnsare much lower inamplitude than thetargets.

In the past, attempts to use partial polarization matrix information to discriminate
between targets and clutter have been tried with mixed results [3,5]. Such discriminants
have included the following:

o Paradlel/cross polarization ratio: /onun//OvH-

 Vertical/horizontal polarization ratio: \/ow //0HH-

e Polarimetric phase: ¢y — dw = dH_v.
Polarimetric phase is usually expressed as quadrature components cos(¢y_yv) and
sin(¢x_v). These discriminants have the advantage of requiring only the polarimetric

amplitude or phase instead of the entire PSM and can improve target detectability in
clutter under some conditions.
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| | GENERAL CHARACTERISTICS OF CLUTTER

5.2.1 Overview

Because clutter is one of the major limitations in target detection for practical radar,
clutter measurements have been performed since the advent of radar use in World War I1.
The development of digital recording techniques has greatly improved the quality (and
guantity) of datain the last 20 years. Because clutter exhibits noise-like fluctuations in
echo strength, clutter is characterized in terms of statistical parameters describing the
variability of ¢© and 5, including the following:

» Mean or median values.

» Standard deviations or variances.
 Probability density functions.

» Spectral bandwidths for tempora variability.

» Autocorrelation functions or power spectral density functions for temporal and
spatial variations.

These measured values almost always include propagation factor effects (see Chapter 4).
Usually, for clear air measurements of surface clutter at moderate to high angles the
propagation factor effects are negligible. However, for measurements of atmospheric pre-
cipitation or for low grazing angles for surface clutter, attenuation due to multipath can
be significant. These effects can be minimized by using calibration targets located near
the clutter region being measured but can never be totally eliminated. For this reason,
data from precipitation or surface clutter at large ranges tend to have more variabil-
ity than measurements of surface clutter at steeper grazing angles. Since an operational
radar will experience these same effects under the same conditions, this situation is not
necessarily bad.

5.2.2 Surface Clutter

5.2.2.1 General Dependencies

Given that the radar-received clutter power in aparticular application affects the detection
performance and influences radar design, a simple and accurate way is needed to estimate
clutter levels for a variety of scenarios. The goal is to develop models that include in
amathematical form all the known parameter dependencies of the backscattering coeffi-
cient that have beenidentified through experimental measurements. Fundamentally, clutter
model development startswith theoretical cal culations of reflectivity and comparison with
the interpretation of experimental observations, which leads to an understanding of the
underlying scattering mechanisms. Some of the observed dependencies are as follows:

» Grazing angle: Grazing angle, §, is the angle at which the illumination energy
strikes a clutter surface.

« \rtical variation of the clutter scatterers: Rough surfaces have a larger ° than
smooth onesfor low grazing angles; at very high grazing angles (near 90° ), smooth
surfaces have a higher ¢° than rough ones.

« Wavelength: % isafunction of vertical texture expressed in wavelengths.
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Depression angleis closely related to grazing angle. It is the angle below the radar’s
local horizontal at which the illumination energy is transmitted from the radar. For aflat
horizontal clutter surface the depression and grazing anglesareidentical. Grazing angleis
the most relevant for describing scattering, but clutter reflectivity data are often reported
as a function of depression angle in the literature because the grazing angle may not be
known precisely. In this chapter, the two are generally assumed to be the same unless
otherwise stated, and the discussion isframed in terms of grazing angle. Depression angle
is used when referring to previous published results given in terms of depression angle.

Rough surface theory and experimental measurements have determined that the back-
scattering for both land and sea surfaces—as a function of grazing angle—exhibit a com-
mon general dependence on grazing angle as shown in Figure 5-4. From thisfigure, three
distinct regions of clutter behavior can be identified: (1) alow grazing angle region; (2) a
plateau region; and (3) ahigh grazing angle region. The boundaries of these threeregions,
defined by 6¢ and 6y, change with frequency, surface condition, and polarization [6].

The low grazing angle region extends from zero to a critical angle, 8¢, determined
by the root mean square (rms) height of surface irregularitiesin wavelengths. This critical
angleisthe grazing angle bel ow which asurface seems* smooth” by Rayleigh’s definition
and above which it is“rough.” Based on Rayleigh’s definition, a surface is smooth if

. A
ophSiNg < 3 (5.15)

where o1, isthe rms height of the surface irregularities, § isthe grazing angle, and A isthe
radar wavelength. Thus, the critical angleis given by

. A
Sinéc = 8or (5.16)
In the plateau region the incident wave encounters the surface irregul aritiesin such away
that the dependence of o° on grazing angle is much less than at lower angles. Chapter 7
provides an introduction to the “rough surface” theory applicable to this regime.

For a constant o ° and beam-limited geometry, it is expected that the return power for
surface clutter would vary as R* x R? = R~? since the power from a point target varies
as R~* while the area of surface clutter increases as R2. However, measurements have
indicated that clutter power often varies as R=3. For this to be the case, 0 must vary as
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FIGURE 5-4

General dependence
of 69 on grazing
angle. (Adapted from
[6]. With permission.)
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FIGURE 5-5
Dependence of the
RCS of a sphere on
wavelength.
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R~L. The grazing angle satisfies the equation siné = h/R, where h is the radar atitude
and R is the dant range. If the height of the radar is constant, then sin§ is proportional
to 1/R. Thisfact led to the definition of the so-called constant gamma model for clutter
reflectivity, given by

o=ysns == (5.17)

Here y is a constant depending on terrain type, surface roughness (sea state and terrain
type for seaand land, respectively), and frequency. If equation (5.17) applies, then clutter
reflectivity will be proportional to R, and the R=3 clutter power dependence would be
expected. Note that the constant gamma model is applicable only in the plateau angular
region.

In the high grazing angle region the scattering becomes more directional and rapidly
increases to a maximum value based on the reflectivity and smoothness of the clutter, in a
manner somewhat anal ogous to the behavior of the main lobe of arough flat plate at near
perpendicular incidence (see Chapter 6).

Figure 5-5 gives the RCS of a conducting sphere of diameter a normalized to its
projected area as a function of the circumference normalized to the wavelength. As can
be seen from the figure, the relative RCS increases with radian frequency 2z /A until A
equals the circumference, whereupon the RCS varies rapidly until 2 is about 1/10 the
circumference, at which point the RCS equals the projected cross sectional area of the
sphere and is independent of frequency. Thus, for large wavelengths (low frequencies),
the return from a sphere would be expected to increase with increasing frequency until the
point known as the resonance region, where the RCS fluctuates rapidly with frequency.
Cylinders exhibit similar frequency dependence relative to the ratio of circumference to
wavelength. Since most clutter scatterers can be considered to be approximately either
spherical or cylindrical in shape, clutter RCS should be expected to increase with decreas-
ing wavelength up to a wavelength in the millimeter wave region for most scatterers. At
high frequencies facets or ripples create resonance effects that overcome this effect. As
will be seen in the data, this effect does exist, athough variations among different types
of clutter return can often be much greater than frequency effects.
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Figure 5-6 gives the theoretical polarization dependence of ¢° (generally verified by
experiment) as afunction of grazing angle for amoderately smooth surface, whichtendsto
occur at lower frequencies. Thecritical angle, 6¢, occursat different grazing anglesfor the
two polarizations due to multipath effects so that at lower angles the difference between
clutter reflectivity at vertical and horizontal polarizations can be quite large. However, for
higher angles and frequencies, the horizontal polarization reflectivity isusually only afew
dB lower than the vertical polarization reflectivity. Although these polarization trends on
average are valid, for specific clutter patches the occasional presence of natural diplanes
can result in widely varying polarization returns.

5.2.2.2 Temporal and Spatial Dependencies

Temporal and spatial variations occur due to either the motion of scatterers within the
radar cell (usually due to wind) or the nature of scatterers changing as the radar cell
moves in range or azimuth. Such statistical variation is described in terms of probability
distributionswith simple mathematical equationsto facilitate modeling. Coherent receiver
noise has a complex normal (Gaussian) amplitude distribution before detection and a
Rayleighdistribution after detection, assumingalinear (voltage) detector, or an exponential
distribution if a square law (power) detector is used. Clutter amplitudes can also appear
Gaussian or Rayleigh distributed for thelow-resol ution casewheretherearealarge number
of scattererswithin the radar cell. However, as the resolution improves, the radar cell may
contain only afew clutter scatterers, resulting in anon-Gaussian or Rayleigh distribution.
Also, shadowing at low grazing angles can result in hiding large scatterers some of the
time. The resulting distributions are said to have long “tails’ because the probability of
observing large values of the clutter amplitude is greater than with Rayleigh statistics.

A commonly used family of distributions for describing clutter power isthe Weibull,
which is illustrated in Figure 5-7. One form of the equation for the general Weibull

distribution is[6]
bo_b—l Ub
Polo)={ a °P (‘3) » 0z0 (5.18)

0, <0

where @ = 02 /In2, and oy, is the median of the distribution. The parameter a = 1/b is
called the width parameter; b itself is called the shape parameter. The parameter o'/ is
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FIGURE 5-6
Theoretical
polarization
dependence of a
relatively smooth
surface. (From Long
[6]. With permission.)
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FIGURE 5-7
Weibull distributions
for om = 1and
several values of b.

FIGURE 5-8
Log-normal
distributions for
om = 1 and several
values of s2.
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called the scale parameter. For a given o, or «, the higher the value of a and thus the
lower the value of b and the longer the high value “tails’ of the distribution. Figure 5-7
illustratesthisfor oy = 1. Whena = 1 (and thusb = 1), the Weibull distribution reduces
to the exponential PDF, whilefor a = Y (b = 2) it reduces to the Rayleigh PDF.

Because the Weibull is, in general, atwo-parameter (b and oy, distribution, it can be
adjusted to fit both the mean and variance of experimental data. Experimenters express
the variation of clutter by choosing values of b and oy, to best fit a Weibull distribution to
their data.

Other experimenters prefer to use the log-normal distribution, another two-parameter
function. The log-normal distribution is simply a distribution in which the logarithm of
the return is normally distributed. It is given by [6]

1 (Ino —0)?
Ps(0) = Ry exp <—T> (5.19)

where o isthe mean RCS, and s? is the variance of o.

This distribution is often used when modeling radars using a logarithmic receiver.
The logarithmic receiver increases dynamic range by compressing large values of returns
relative to smaller returns. An advantage of the log-normal distribution is that it models
even higher “tails’ than the Weibull, so it may provide a better fit to severe clutter data.
Figure 5-8 gives several samplesof thelog-normal family, all witho,, = 1asinFigure5-7.

1.4

1.2

1.0

0.8

Do (0)

0.6

0.4

0.2




5.2 | General Characteristics of Clutter

When compared with Figure 5-7, it is obvious that log-normal-distributed data will exhibit
a larger percentage of high values than Weibull-distributed data with the same median.

Some authors simply express the variation of clutter data in terms of the mean (or
median) and the variance (or standard deviation, the square root of variance) without
specifying an associated PDF. This approach is adequate for comparing the general strength
and variability of different types of clutter for various conditions but does not provide
enough information for analysis of radar detection performance.

5.2.2.3 Average Value Data

An extensive body of definitive experiments has been performed in the last 40 years to
characterize radar clutter. Some of the key studies are as follows:

* Rain backscatter measurements from 10 to 100 GHz performed jointly by the
U.S. Army Ballistic Research Laboratory (BRL) and the Georgia Tech Research
Institute (GTRI) in the mid 1970s [7,8].

* Measurement of frozen precipitation by the U.S. Army Harry Diamond Laboratory
millimeter waves in the late 1980s [9].

» University of Kansas measurements on terrain at high angles in the 1980s [10].

* Measurement of land clutter at low grazing angles by the Massachusetts Institute
of Technology Lincoln Laboratories (MIT/LL) in the 1980s and 1990s [11].

* Naval Research Laboratory (NRL) four frequency sea clutter measurements at high
grazing angles [12].
* Georgia Tech measurements of sea clutter at low grazing angles [13,14].

e The “SNOWMAN” MMW measurements performed jointly by the U.S. Army
MICOM and GTRI on snow-covered ground [15].

Countless other measurement programs have been conducted in the United States and Eu-
rope. This section will attempt to summarize data from these and many other experimental
programs, but the interested reader is urged to also review the references at the end of the
chapter.

Land Reflectivity
Dependence on Grazing Angle Figure 5-9 shows the backscatter reflectivity of crops and
short grass at X-band compiled from three data sources. The data are reported as a function
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FIGURE 5-9 ® ¢°

data for grass and

crops from several
sources at X-band.
(Data from [16-18].
With permission.)
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FIGURE 5-10 = ¢
data for trees from
two sources for
X-band. (Data from
[16,18]. With
permission.)

FIGURE 5-11 =
Averaged reflectivity
data for desert
terrain as a function
of frequency.
(Adapted from
Nathanson [15]. With
permission.)
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of depression angle [16—18]. The data consist of time averages of individual spatial samples
and exhibit the expected characteristic dependence on grazing angle shown in Figure 5-6,
being relatively independent of angle above 10 degrees while rapidly decreasing in value
at angles below 10 degrees. The greater spread in the data at very low depression angles
is most likely due to shadowing effects.

Figure 5-10 presents backscatter reflectivity data from trees over the same angular
regime as Figure 5-8. Again, the data represent time averages of spatial samples. A similar
dependence is exhibited for the angular dependence as for grass and crops; however, the
values for o° are several dB higher, and the spatial variation is greater.

Dependence on Frequency Band Figures 5-11 through 5-14 present plots of averaged
reflectivity data for five frequency bands compiled by Nathanson [15]. The data consist of
o9 values at 0-1.5°, 3°, 10°, 30°, and 60°. Figure 5-11 gives data for relatively flat desert
for L-band through X-band as a function of grazing angle. The spread in the data over the
frequency range is approximately 10 dB, and the spread over 0 to 60° depression angle
is more than 30 dB. Data from other sources including bare hills at L-band have yielded
extremely high values for the reflectivity (¢° > 0 dB with corresponding RCS values of
+40 dBsm) when viewing the sides of the hills at essentially 0° depression angle [16].
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Figure 5-12 shows averaged data for rural farmland. The spread in the data with
frequency islower than for the desert terrain, being approximately 6 dB. Also, thevariation
with depression angle is somewhat less, being approximately 25 dB. Figure 5-13 gives
averaged data for heavy vegetation and jungle. The spread in the data with frequency is
again approximately 6 dB with asimilar angular variation as Figure 5-12.

Figure 5-14 gives averaged data for urban environments. The spread in the data with
frequency band islower than the previous plots, but the data are high in value as might be
expected since presumably many man-made targets are included. Also, the dependence
on depression angleis less than for the previous figures.

Very low angle clutter returns are of particular concern as such returns can signif-
icantly affect the detection of low flying objects such as missiles. The MIT Lincoln
Laboratory performed extensive measurements in the 1980s to characterize low angle
clutter over many terrain types [11]. Figure 5-15 gives o° data collected by the MIT/LL
for very low depression angles (0.4 to 1°) and for severa frequency bands from UHF
to X-band, including both vertical and horizontal polarizations. As can be seen from the
figure, o© appearsto be at amaximum in the UHF band, decreasing at the higher frequen-
cies, presumably due to absorption of the energy. Also, little difference is seen between
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FIGURE 5-12
Averaged reflectivity
data for rural
farmland as a
function of
frequency. (Adapted
from Nathanson [15].
With permission.)

FIGURE 5-13

Plot of averaged
reflectivity data

for heavy
vegetation/jungle

as a function of
frequency. (Adapted
from Nathanson [15].
Used with
permission.)
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FIGURE 5-14 =
Plot of averaged
reflectivity data for
urban terrains as

a function of
frequency. (Adapted

from Nathanson [15].

With permission.)

FIGURE 5-15 = ¢°
data for several
forest/low-relief
terrains at low
(0.4-1°) depressions
angles as a function
of frequency. (From
Billingsley [11]. With
permission)
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horizontal and vertical polarizations. Figure 5-16 gives data on mountain terrains for sev-
eral frequency bands. As can be seen, the reflectivity decreases rapidly with increasing
frequency, presumably caused by vegetation attenuating the returns from bare rock and
ground at the higher frequencies. Note that o° values of nearly 0 dB are reported at the
lowest-frequency bands. Such values can often overwhelm radar MTI processors, leading
to false alarms.

Sea Reflectivity The sea surface is composed of salty water with areflection coefficient of
almost —1 at microwave frequencies for small grazing angles. Thus, a smooth sea appears
like an infinite flat conductive plate that scatters all of the energy impacting the surface in
a forward direction so no backscatter occurs. As the wave height starts to increase, the sea
begins to appear like a rough surface, and as the wave height continues to grow, organized
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TABLE 5-2 = Parameters Affecting Sea Return

PARAMETER COMMENTS

Wave height Strong proportional dependence

Wind speed Dependence increases with increasing frequency

Wind/wave look direction Significant difference between up-wave and down-wave

Polarization Dependence decreases with increasing frequency

Grazing angle Strong dependence at low angles, weaker dependence in the plateau region
Frequency band Proportional to frequency in the microwave region

wavefronts occur that provide a strong directional dependence to the scattering. Table 5-2
gives the primary physical parameters that can affect sea return.

As can be seen from Table 5-2, wave height is one of the major physical parameters
affecting sea return. Unfortunately, wave height is often difficult to measure during ex-
periments. In addition, wave height is irregular. The wave height is considered to be the
“significant wave height,” which is an estimate of the average peak-to-trough height of
the largest one-third of the observed waves.

Since it is easier to estimate a range of wave heights than a specific wave height, sea
return data are often give in terms of sea state. The Douglas sea number [6] is a specific,
widely used scale of sea states, correlated wind speeds, and subjective descriptions in
which each defined sea state represents a range of wave heights as given in Table 5-3.2
Note that sea states are defined only for a fully developed sea, that is, a sea over which
a constant wind has been blowing long enough to build waves to their maximum height
and the distance over which the wind has been blowing (called the fetch) is far enough to
build waves to their maximum value.

2Qther sea scales exist, such as the Beaufort scale and the World Meteorological Organization (WMO)
scale. The WMO scale generally adopts the Douglas sea-scale definitions.
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FIGURE 5-17 = Sea
return as a function
of grazing angle for
four radar bands.
(From Long [6]. With
permission.)
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TABLE 5-3 = Douglas Sea State versus Wave Height and
Wind Speed for a Fully Developed Sea

Significant Wave
Sea State Height (ft) Wind Speed (Kts)
0 0to 0.5 Oto2
1 05to1 2to7
2 lto3 Ttol2
3 3to5 12to 16
4 5to8 16 to 20
5 8to 12 20 to 25
6 12to 20 25to0 32
7 20 to 40 32to 45
8 40+ 454

Source: Adapted from Long [6] (with permission).
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Angular and Frequency Dependencies  Figure 5-17 gives horizontally polarized seareturn
data from several original sources for four radar bands as a function of grazing angle, wind
speeds corresponding to high sea states, and upwind versus downwind directions. The
data illustrate strong angular, frequency, and look direction dependence. Note that very
high values of ¢ (above 0 dB) are seen at nadir. This suggests that sea clutter could be a
significant limitation when searching for a small, slow-moving target on the sea surface. In
addition to high backscatter, shadowing and sea Doppler accentuate the detection problem.

Figure 5-18 presents a plot of averaged data for sea clutter from Nathanson [15] for
five radar bands as a function of depression angle for sea state 1. For this low sea state, o°
is relatively small, particularly for low depression angles. Note that there is much more
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variation with frequency at the lower depression angles. Figure 5-19 gives averaged sea
return data for sea state 3. These data are ailmost 10 dB higher than for sea state 1. The
frequency dependencies appear to be similar to those for Figure 5-18.

Figure 5-20 compares values of ¢° for vertical and horizontal polarized returns from
seaclutter at L- and X-bands. Aswas discussed previously, there is amuch greater differ-
ence between the vertical and horizontal values of o© at L-band than thereis at X-band.

Oneimportant parameter for seareturn isthe range fall-off of sea clutter echo power.
As range increases, the grazing angle § at which the sea surface is viewed decreases.
When § falls below the critical angle, 6¢ the surface becomes “smooth” by the Rayleigh
criterion of equation (5.15). Figure 5-21 gives the measured sea data as a function of
range dependence for two regions: above and below the critical angle; and low and high
wave heights [19]. Note that the range for the critical angle moves in (higher depression
angle), and the wave height (and thus, the rms surface roughness) increases as predicted by
equation (5.16). These datashow that, below the critical angle, the R~ range dependence
of pulse-limited sea clutter return transitions to approximately an R~’ dependence so that
the clutter return rapidly becomesinsignificant. In addition, thecritical angle often appears
near the first multipath null angle, further enhancing the clutter roll-off with range. (See
Chapter 4 for adiscussion of multipath.)
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FIGURE 5-18
Averaged sea return
as a function of
depression angle
and radar band,

sea state 1, VW
polarization.
(Adapted from
Nathanson [15]. With
permission.)

FIGURE 5-19
Averaged sea return
as a function of
depression angle
and radar band,

sea state 3, VV
polarization.
(Adapted from
Nathanson [15]. With
permission.)
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FIGURE 5-20 = Sea
return as a function
of depression angle
for VV and HH
polarizations, land
X-bands, sea state
3. (Adapted from
Nathanson [15]. With
permission.)

FIGURE 5-21 =
Range dependence
of sea return for two
wave conditions,
X-band, HH
polarization. (From
Dyer and Currie [19].
With permission.)
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Ducting Because the sea surface has a strong reflection coefficient and water vapor is
always present near the surface, conditions can occur such that a high water concentration
and thus a reflective layer occur over some region above the water. When this happens, the
high water concentration layer and the sea surface act like a two-dimensional waveguide,
trapping the radiofrequency (RF) energy and extending the range of sea return detection.
The reflection coefficient of the sea determines the duct shape and transmission efficiency.
Figure 5-22 shows two sets of sea return data as a function of grazing angle taken with
the same radar, the only difference being the lapse of several hours in time. The morning
data show much less dependence on angle than the afternoon data. Apparently, ducting
conditions were present in the morning but were absent in the afternoon. These data were
collected in February in Wildwood, New Jersey, showing that ducting can occur in cold
as well as tropical conditions.

Figure 5-23 gives a summary of range dependence measurements above and below
the critical angle performed in Boca Raton, Florida, over a period of several years at
X-band. Range dependencies quite different from the expected R for a pulse-limited
radar occurred a significant portion of the time, indicating both ducting conditions and
possibly variations in the multipath field from time to time.
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5.2.2.4 Clutter Variability Properties

Inthe previous section average val uesfor surface clutter were discussed, but the variability
of clutter reflectivity with time and or space is asleast asimportant, if not more so. These
topics are addressed in this section.

Land Clutter Variations

Temporal Variations Land clutter generally containssomevegetation. Consequently, land
clutter returns will vary with time due to wind-blown motion of leaves, needles, branches,
and stalks. Since such motion makes detection more difficult, it must be described and
allowances made for it when cal culating the probability of detection for atarget in clutter.
The probability density function, p, (o), and the cumulative distribution function (CDF),
P, (o), are used to describe the variation in RCS or power. Figure 5-24 illustrates an
estimated unnormalized probability density function obtained as the histogram of the
measured data, which isjust aplot of the number of independent clutter samples that fall
within a series of narrow power intervals. If the histogram is normalized by dividing the
sample counts by the total number of samples times the width of an amplitude bin, an
estimate of the PDF is obtained.
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FIGURE 5-22
Comparison of sea
return achieved
under ducting and
nonducting
conditions, X-band,
HH polarization.
(From Dyer and
Currie [19]. With
permission.)

FIGURE 5-23
Measured range
dependencies above
and below the
critical grazing angle
as a percentage of
total measurements.
(From Dyer and
Currie [19]. With
permission.)
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FIGURE 5-24 = A
histogram provides
an estimate of an
unnormalized
probability density
function.
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The CDF istheintegral of the PDF,
P,(0) = / B, (v) du (5.20)

Values of the CDF increase monotonically from zero to one. If the area under the normal-
ized histogram from the lowest value to some value o is calculated, an estimate of the
CDF is obtained. Cumulative distributions are quite useful because some key parameters
are easily read from a plot of the CDF. For instance, the median value is the 50% point
(P, (o) = 0.5) on the curve. Rivers [20] observed that for log-normal and Weibull distri-
butions with parameters appropriate for modeling measured sea clutter, the mean value
of the power, o, can be estimated from the value corresponding to the 90% point on the
CDF, 099, to be 3.5 dB below the 90% point by the relation

& = (009 — 3.5dB) £ 0.5dB (5.21)

Newer land clutter data observed by Billingsley [11] is spikier than that used by Rivers,
suggesting that the +0.5 dB tolerance in equation (5.21) should be wider [6]. As an-
other example of the usefulness of CDFs, the standard deviation in dB of a log-normal
distributionis 00.84 — 00.16-

Figure 5-25 gives a measured CDF for wind-blown trees at X-band. The dotted line
approximatesthe CDF corresponding to an exponential PDF inthisplot format. Thedatain
Figure 5-25 appear approximately exponential in their general shape, but their distribution
is seen to be wider than exponential. For example, the 90% mark on the CDF occurs at
about —39 dB for the exponential distribution, but not until the larger value of —30 dB for
the X-band tree data. Variable clutter complicates detection in two ways. First, since the
return is changing with time, part of thetimethereflectivity will be larger than the average
value. Second, the rate of fluctuation can limit the effectiveness of Doppler processing.

Table 5-4 gives the standard deviations (square root of the variance) measured for
wind-blown vegetation asafunction of frequency and polarization. The standard deviation
for an exponential distribution, converted to adecibel scale, is approximately 5.7 dB [6].
Thus, at 9 GHz the distributions appear narrower than exponential, but at 95 GHz and
higher they are wider than exponential.
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0.99990 ¥ FIGURE 5-25
0.99980 v Tree Cumulative
0.99950 [ Exponential probability
0.99900 b Distribution distribution for
0.99800 ’ deciduous trees at
0.99500 X-band,

0.99000 4.1°depression
0.98000 angle. (From Currie
et al. [21]. With
permission.)
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Decorrelation Time An important metric of clutter temporal properties is the decorre-
lation time. The decorrelation time, o, is defined as the time lag required for the auto-
correlation function of a set of clutter sasmplesto decay to some defined fraction, usually
0.50r 1/e = 0.367 of its peak value at zero lag. The autocorrelation function ¢ec(t) of
the time-varying clutter return, c(t), measures how similar successive data samples are to
afirst sample as the delay time between samples increases. The power spectral density
function is the Fourier transform of ¢¢.(7),

+0o0
Se(f) = / feo(z) €127 d (522)

where t isthe autocorrelation lag time.
If the clutter power spectrum is “white” (constant) over the receiver bandwidth B,
then the decorrelation time equals 1/B. This is the same as the case for random noise.
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TABLE 5-4 = M

CHAPTER 5 | Characteristics of Clutter

easured Standard Deviations of Temporal Variations for Trees

Frequency Clu

Average Value of Standard Deviation (dB)
tter Type Polarization 9.5 GHz 16.5 GHz 35 GHz 95 GHz

Deciduous trees, Vertical 3.9 — 47 —
summer Horizontal 40 — 4.0 54
Average 4.0 — 4.3 54
Deciduous trees, Vertical 3.9 42 4.4 6.4
fall Horizonta 3.9 4.3 4.3 5.3
Average 39 4.2 43 50
Pinetrees Vertical 35 3.7 3.7 6.8
Horizontal 33 3.8 4.2 6.3
Average 34 3.7 39 6.5
Mixed trees, Vertical 3.3 — 4.0 —
summer Horizontal 4.6 — 4.2 —
Average 4.4 — 4.1 —
Mixed trees, fall Vertica 4.1 4.1 47 6.3
Horizontal 45 4.3 46 5.0
Average 4.4 4.2 4.6 54
Field, tall grass Vertical 15 — 17 2.0
Horizontal 1.0 1.2 1.3 —
Average 13 12 14 2.0
Rocky area Vertical 11 2.2 18 16
Horizontal 12 17 17 17
Average 11 19 18 17

10-in. corner reflector
located in grassy field 1.0 1.0 12 12

Source: From Currie et a. [21] (with permission).

Because the receiver bandwidth also determinesthe Nyquist rate of itsoutput, the received
signal output will normally be sampled at a rate of about 1/B samples per second (see
Chapter 14). Since the samples are spaced by the decorrelation time, the sampled datawill
appear uncorrelated with awhite power spectrum. If the clutter instead has adecorrelation
time greater than 1/B seconds, then the sampled clutter data will not appear white and
will have some degree of correlation from one sample to the next.

The decorrelation time is important for detection analysis because it determines the
number of uncorrelated samples, N;, available for integration for signal-to-clutter im-
provement according to

N, PRI
N={ o @ [R=T (5.23)

N, PRI > 19

where N; is the total number of clutter samples and PRI is the time between samples.
As will be seen in Chapter 15, coherent or noncoherent integration of radar data can
improve the detectability of targets in the presence of interference, provided that the
interference samples are uncorrelated so they can be made to “average out” while the
target signal is reinforced. Thus, if the total sample collection time N¢PRI is shorter than
the decorrelation time, no uncorrelated clutter samples are obtained, and no improvement
in target detectability is gained by integration of successive samples.
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If the clutter does decorrelate during the collection time, then some improvement in
target detectability is possible by integrating multiple samples. In coherent integration,
the complex (in-phase [I] and quadrature [Q]) data are integrated (added) to cause the
target component of the samples to add in phase, whereas the uncorrelated clutter and
noise components do not add in phase. In this case, the signal-to-clutter ratio (SCR) and
signal-to-noise ratio (SNR) (and thus signal-to-interference ratio [SIR]) are increased,
significantly improving target detectability. In noncoherent integration, the magnitude
or magnitude squared of the complex receiver output data is taken and then integrated.
Discarding the phaseinformation eliminates the possibility of againin SCR. Nonethel ess,
an improvement in target detectability is still achieved, though less than in the coherent
integration case. Chapter 15 discusses the effects of coherent and noncoherent integration
on target detection in white interference in greater detail.

Figure 5-26 presents the autocorrel ation functions for windblown trees in conditions
de